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Dedication

To my parents;

my wife;

and

my children.



About the Book

Handbook of Robotic and Image-Guided Surgery provides state-of-the-art systems and methods for robotic and

computer-assisted surgeries. In this masterpiece, contributions from 169 researchers from 19 countries have been gath-

ered to provide 38 chapters. This handbook consists of over 744 pages, including 659 figures and 61 videos.

It also provides basic medical knowledge for engineers and basic engineering principles for surgeons. A key strength

of this text is the fusion of engineering, radiology, and surgical principles into one book, as follows:

� a thorough and in-depth handbook on surgical robotics and image-guided surgery which includes both fundamentals

and advances in the field;
� a comprehensive reference on robot-assisted laparoscopic, orthopedic, and head-and-neck surgeries;
� chapters are contributed by worldwide experts from both engineering and surgical backgrounds.
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Foreword

Russell H. Taylor
Johns Hopkins University, Baltimore, MD, United States

Computer-integrated systems are beginning to have an impact on surgical care comparable to that of computer-

integrated systems in other sectors of our society. By combining human judgment with the capabilities of robotic and

imaging technology and computer information processing, these systems can transcend human limitations to improve

the precision, safety, and consistency of surgical interventions, while reducing their invasiveness. In addition to

enabling better care for each individual patient, these systems enable the use of statistical methods combining informa-

tion from many interventions to improve treatment processes for future patients.

The chapters of this book provide an excellent sampling of the current state-of-the-art in this rapidly developing

field. When I was asked to write this foreword, I found myself wondering what to say. Upon reflection, I have decided

to discuss a few general themes that have emerged over the 30 or so years that I have been working in this area and to

speculate a little about what a similar collection produced some years from now might look like.

I first became aware of surgical robotics in 1985, at about the time of the first use of a robot in a stereotactic brain

procedure [1], when IBM Research was approached by surgeons from the University of California at Davis to see if we

could develop a robot for joint replacement surgery. This led to the development of the prototype of what was eventu-

ally commercialized by Integrated Surgical Systems (now Think Surgical) as the ROBODOC system [2�4].

Concurrently, we also developed a prototype computer-integrated planning and navigation system for craniofacial

osteotomies with Court Cutting at NYU Medical Center [5,6]. One key attribute of these systems was that they com-

bined steps of image-based modeling of the patient, use of the model to plan the intervention, registration of the model

and plan to the patient, and the use of technology (robots, navigational trackers, video displays) to assist the surgeon in

carrying out the procedure. Since much of my previous work had been in robotics for manufacturing, it seemed natural

to refer to this process as surgical Computer-Aided Design (CAD)/Computer-Aided Manufacturing (CAM). Of course,

there has been much progress over the past 30 years in these areas, and many of the systems reported in this book can

reasonably be called surgical CAD/CAM systems.

In early 1991, I gave a talk at a SAGES meeting in Monterrey, CA. This was about the time that laparoscopic sur-

gery was rapidly displacing conventional open surgery, and I began to wonder whether robotic systems could help sur-

geons address some of the associated technical problems. Several other researchers (notably, Satava [7,8], Green [9]

and Wang [10]) had the same insight, and this work led to the development of several early commercial telerobotic lap-

aroscopic surgery systems [10�13]. Work at IBM focused on a system we called the “LARS” [14,15], which combined

teleoperation with image guidance and stereotactic applications. Although the LARS was never commercialized, many

of its features (notably, the “remote center-of-motion” design and user interface concepts) have been widely adapted.

These systems emphasize the interactive nature of surgical decision-making, and it is natural to think of them as surgi-

cal assistant systems. Again, many examples of such systems may be found in the chapters of this book.
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I should emphasize that the distinction between surgical CAD/CAM and surgical assistant systems is both fuzzy and

arbitrary. We are really dealing with systems that enable a three-way partnership between physicians, technology, and

computers to improve surgical care. Accordingly, it is perhaps better to refer to the field as computer-integrated surgery

or computer-integrated interventional medicine.

One very interesting aspect of this volume is an “organ directory” illustrating the rather broad scope of clinical

application that the systems reported here address. As I mentioned earlier, the chapters in this collection provide an

excellent sampling of current work in this field. It is necessarily a sampling. One could easily double (or even triple)

the number of chapters in attempting to provide a truly complete coverage of current work. Given the very rapid prog-

ress in the field, truly comprehensive coverage will become even harder in the future.

However, I believe that some trends are emerging, and it may be useful to speculate about trends that may be found

in some future Encyclopedia of Computer-Integrated Surgery. The organ directory will expand to cover essentially

every part of the body, with structures at every scale, down to cellular levels. Technology will continue to advance to

improve the dexterity and precision of robotic devices, which will be available in smaller and smaller scales to facilitate

access inside the body. Imaging and other sensors will become increasingly integrated with tools, in order to provide

direct feedback on tool-to-tissue interactions. Human�machine interfaces will continue to advance in order to improve

ergonomics and to provide effective two-way communication between the physician and the system, in order to provide

truly immersive environments for intraoperative decision-making and shared control.

However, I think that the biggest changes will be in the use of information at all phases of the treatment cycle.

Advances in this area are, of course, highly synergistic with advances in technology and human�machine interfaces.

One theme will be real-time information fusion to provide comprehensive, intraoperative modeling of the patient state.

Other themes may be found in the emerging discipline of surgical data science [16], including the use of statistical

modeling and machine learning to relate clinical outcomes to surgical technical outcomes, together with the use of these

methods for treatment planning, decision support, and training.

Another theme will be increasing levels of “autonomy” exhibited by surgical robots. In many ways, robotic systems

have always exhibited some level of autonomy, in the sense that computers convert surgeon intentions into motor con-

trol signals. Further, radiation machine therapy systems are arguably the first “surgical robots” and are highly autono-

mous surgical CAD/CAM systems; and systems like ROBODOC execute preplanned tool path trajectories to prepare

bones to receive implants. There have recently been several attempts (e.g., Ref. [17]) to categorize levels of autonomy

for surgical robots. These can provide useful insights, and there will certainly be systems exhibiting autonomy to vary-

ing degrees. As with the distinction between surgical CAD/CAM and surgical assistance, one need not get too hung up

in drawing very fine distinctions. The key issues are: (1) unambiguously expressing the surgeon’s intention for what the

robot is to do; and (2) executing the intended commands with great reliability and safety.

To conclude, this book reflects something of a way point in the evolution of surgical technology from hand tools

whose manipulation relies almost exclusively on a surgeon’s own senses, memory, and appreciation of the patient state

to a three-way partnership between surgeons, technology, and information to enhance clinical care. In exploring it, you

may find it interesting and useful to consider how the systems reported reflect these broader themes and where future

systems may build upon them.
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Foreword

Jacques Marescaux1,2,3
1University of Strasbourg, Strasbourg, France
2IHU Strasbourg, Strasbourg, France
3IRCAD, Strasbourg, France

I am Professor of Surgery at the University of Strasbourg, Chairman of the Institute of Image-Guided Surgery (IHU

Strasbourg), and President and Founder of the IRCAD (1994), a uniquely structured institute, dedicated to research and

training, advancing the field of surgery into the information era. Over the last 24 years, this center has gained interna-

tional acclaim by training more than 40,000 surgeons from 124 countries. In 2000, I developed WeBSurg, a virtual

online surgical university resulting from the need to maintain the link between the training center and surgeons.

In 2001, I performed the first transcontinental laparoscopic surgery in a patient located in Strasbourg (France) while

being in New York; this is known as “Operation Lindbergh” (Nature 2001). On April 2, 2007, I was the first in the

world to operate, with my team, on a patient without leaving any scar (Archives of Surgery 2007).

Current telemanipulators have a common architecture made up of a command console, where the surgeon takes

place. This console is equipped with haptic systems to remotely control the electromechanical instruments docked at

the patient’s side. End effectors replicate human movements.

In this configuration, the procedure should be properly defined as a computer-assisted surgery. The advantages of

such an operating tool are multiple and immediately perceived, that is, enhanced ergonomics in the operating surgeon,

enhanced stability of the camera system with, in most cases, 3D view, and precision movements, thanks to the filtering

function which eliminates natural and physiological tremors. All these assets have been used collectively to generate a

frankly undeniable marketing argument. Indeed, the telemanipulator enhances the skills of surgeons and shortens the

learning curve of the minimally invasive surgery (MIS) approach radically. As a result, the sort of intelligence placed

between the bare hand of the surgeon and the instruments has the potential to improve the uptake of MIS, for the bene-

fit of a larger number of patients.

This is an apt argument. However, there are some drawbacks when it comes to the real-life application: current sys-

tems are expensive and entail extra costs associated with consumables, maintenance, increased operating room time for

docking and undocking, and increased staffing needs.

If robotics will without a doubt allow the use of MIS for increasingly complex operations, there is so far no high

level of evidence-based studies demonstrating a real benefit of “robotically” assisted MIS vs. standard MIS, as far as

surgical outcomes and cost benefits are concerned.
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This failure to demonstrate compelling advantages is easy to explain: the literature has been comparing robotic

results with those of laparoscopic surgery performed in expert centers, however the main advantage of robotic surgery

is to allow surgeons who do not necessarily have the required skills in conventional laparoscopic surgery to perform

MIS.

Moreover, many new telemanipulators have been released, including flexible endoscopic platforms. While still in a

master�slave configuration, the flexible endoscopic telemanipulator can outperform the standard systems when dealing

with complex endoluminal surgery, including endoscopic submucosal dissections for early-stage cancer or per-oral

endoscopic myotomy. A similar consideration can be applied to the field of percutaneous surgery, where energy-based

tumor ablations can be greatly improved by electromechanical assistance and potentially reach comparable outcomes to

surgical removal, in selected cases.

The future of real robotic surgery lies clearly in the development of completely autonomous and intelligent devices

presenting context awareness with multiple sensors, artificial intelligence selecting the best theranostic algorithms, auto-

matic task execution complemented with multimodal advanced imaging guidance, including virtual and augmented real-

ity, fluorescence and hyperspectral imaging, and so on.

This groundbreaking product change, coupled with a think-out-of-the-box attitude in conceiving new processes and

therapeutic approaches, will provide the real sense and potential of robotic technologies.

Companies which have developed commercially available telemanipulator systems should be credited for having

opened the OR to mechatronics and for broadening surgeons’ minds with these new and stimulating perspectives.

Within the next 5 years, many new “robots” will be released onto the market. This will facilitate healthy competi-

tion, and truly demonstrates that the change from conventional surgery to robotics is inevitable.

Dr. Abedin-Nasab should be congratulated for the great amount of work provided in bringing together 169 experts

from 19 countries to create the Handbook of Robotic and Image-Guided Surgery. The handbook is an up-to-date, state-

of-the-art of mechatronics applied to surgery, with great iconography and supplementary video material. The original

chapter division based on engineering and clinical challenges facilitates the reading of the handbook. Future perspec-

tives on the alternative use of telemanipulators are also nicely described. It is a fantastic achievement of a very demand-

ing task.
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1.1 Challenges of general surgery and the need for value-driven solutions

Traditional laparoscopy is the gold standard of minimally invasive surgery (MIS): it provides patients with improved

perioperative outcomes, improved postoperative recovery with earlier return to normal activity and work, and minimal

incisions and scarring compared to open surgery. Patients commonly are discharged the same day they undergo laparo-

scopic procedures—unlike the longer and increased care required for inpatients following open surgery. Although these

benefits to patient outcomes of laparoscopic surgery are not debated, less has been reported on the physical and mental

toll of laparoscopy on the general surgeon [1,2]. Park and colleagues revealed that 86.9% of laparoscopic surgeons

suffer from performance-related symptoms, with the principal predictor being high case volume [1]. Burnout—a

syndrome characterized by emotional exhaustion, depersonalization, and a decreased sense of personal accomplishment

caused by work-related stress—is particularly prevalent in surgical specialties (with a range of 32%�55%) and has a

49% prevalence among general surgeons [3,4]. Considering the ergonomic, vision, and control limitations of laparos-

copy, the high rate of general surgeon burnout, and our growing elderly patient population, healthcare systems need to

adapt to the shifting technological environment and address and update technology to help surgeons do their jobs

efficiently and effectively.

General surgeons operate across a broad range of surgical indications including those among a heterogeneous and

growing elderly patient population, and the high burnout rate among general surgeons indicates they may not be able to

keep up with patient demand. These factors feed surgical variability, which often leads to disparate outcomes

for patients and higher resource utilization, costs, and waste, such as time, inventory, motion, waiting, and skills.

Value-based healthcare requires hospitals to find new ways to deliver the best clinical outcome relative to the optimal

cost of care within an environment that fosters the right patient experience delivered by engaged and satisfied surgeons.

Until recently, innovations have not been driven to benefit all stakeholders—patients, surgeons, hospitals, and

government and private payers—and have not addressed operating room inefficiencies, cost containment, and surgical

variability. Current technology does not leverage existing laparoscopic experience and training and, as a result, imposes

a high hurdle to learning new techniques.

Robotic-assisted digital laparoscopy with the Senhance Surgical System (TransEnterix, Inc., Morrisville, NC, United

States) (formerly Telelap Alf-X; SOFAR, Milan, Italy) is designed to be used in the majority of laparoscopic proce-

dures, with similar operating room times to laparoscopy and comparable per-procedure costs to standard laparoscopy.

The fully reusable nature of the Senhance instruments allows for no preset limitation to the number of reuses of the

instruments. The only true disposable component of the system is the required sterile draping. The 3D digitized inter-

face between the surgeon and the patient affords surgeon control and reduces surgical variability. The open architecture

system comprises independent robotic-assisted manipulator arms that are compatible with conventional trocars and

familiar instruments—thereby, leveraging the existing operating room and surgical suite environment. Senhance builds

on the foundation of laparoscopy and is powered by robotic features, such as haptic feedback and eye tracking, which

facilitate the transition to robotic-assisted digital laparoscopic procedures by laparoscopic surgeons.

In the following pages, we describe the engineering and technological premises of robotic-assisted digital laparos-

copy, detail the flow of surgical training and procedure planning, define the benefits and value to patients, providers,

hospitals, and payers, and describe associated clinical and costs outcomes.

1.2 Robotic-assisted digital laparoscopy

Robotic-assisted digital laparoscopy with the Senhance Surgical System is best described as a digitized interface

between the surgeon and the patient during a laparoscopic procedure that enhances surgeon control of the instruments.

From an ergonomically supportive open console, the surgeon controls visualization of the surgical field and senses

haptic forces of the instrument�tissue interface. Eye-tracking visualization allows the surgeon continuous control of the

camera without needing to interrupt performing the procedure to reposition the camera or rely on support staff to adjust

the laparoscope’s field of view. The sensation of touch and force was designed into the system to minimize tissue

trauma. The force sensing not only provides feedback to the surgeon, it alerts the surgeon if excessive force is detected

either at the instrument or the abdominal wall. Regardless of their laparoscopic experience or their engagement with the

system’s force feedback, surgeons rapidly adapt to the controls of Senhance [5]. The robotic component allows mini-

mally invasive access to difficult-to-reach anatomy; precise, scaled, and tremor-free instrument control; and the ability

to visualize within anatomically tight spaces using 3D cameras. The latter confers clarity of detail regarding delicate

tissues and depth and spatial relationships in the surgical field.
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1.2.1 System components

Senhance is an open-architecture, console-based, multiarm surgical system that enables a surgeon to control surgical

instrumentation remotely during MIS in the lower abdomen, pelvis, and thoracic cavity. The capital equipment is

comprised of three main subsystems (Fig. 1.1):

� Console: The station where the surgeon inputs information through hand and eye movements to direct the motion of

the arms in the surgical field.
� Manipulator arms: Independent mechanized support arms that interface with the endoscope and surgical instru-

ments. The manipulator arms produce output movements based on the instructions from the surgeon at the console.

The system is configurable with up to three arms in the United States and up to four arms in the European Union.
� Node: A relay unit which connects the console inputs to the manipulator arms in the system and which converts and

transmits the video signals to the 2D/3D monitor on the console.

The open architecture benefits the surgeon, patient, hospital, and payer. The system’s compatibility with conven-

tional surgical tools (Table 1.1) not only reduces the hospital’s capital investment in system-specific equipment, it

leverages the surgeon’s and surgical team’s familiarity with conventional laparoscopic equipment and makes possible

rapid, as-needed conversion to standard laparoscopic or hybrid procedures.

With the open console, the surgeon can maintain a comfortable seating posture and view the entire operating room

as well as make use of the eye-tracking software to move the laparoscope for constant imaging and assessment of the

surgical field as well as to manipulate the instruments. This smooth and continuous camera control reduces the sur-

geon’s reliance on additional support staff to manually move the laparoscope.

The optimal turning and pivot point of each trocar is calculated within each manipulator arm so as to minimize

bruising and trauma to the port site tissue. Each arm is linked electronically to the node, which processes data regarding

the positioning of each arm and the connected instrument and its degrees of movement. The output is transmitted to the

console, the console monitor, and an operating room monitor. The operating room monitor transmits the same operating

field view to the surgical assistant and nurse.

Laparoscopic techniques and approaches are the foundation of the system. As indicated in Table 1.1, Senhance

procedures integrate standard trocars, which allow the surgical assistant to intervene laparoscopically if needed

and to use additional standard instruments through other ports. In addition, the console, manipulator arms, and

node are in close proximity to the patient, which permits quick transition from the console to the patient in the

event the surgeon decides to convert the procedure to standard laparoscopy or open surgery. The proximity of

the surgeon console to the patient also facilitates verbal communication within the team. Lastly, the entirety of the

system can be installed in a standard operating theater and, consequently, does not require creation of a dedicated

space.

FIGURE 1.1 Typical operating room setup with

the Senhance Surgical System. The console is in

the foreground with the patient table in the middle

of the image with the manipulator arms, laparo-

scope, and instruments in place. A secondary

monitor, which shows the same view of the oper-

ative field that the surgeon sees, is available to

the assistant and nurse.
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1.2.1.1 Patient positioning

The surgeon can position the patient according to the requirements of the procedure and the patient’s medical condition.

Most laparoscopic procedures are performed with the patient supine and often in a Trendelenburg or reverse

Trendelenburg position, depending on the anatomical location of the surgery (lower pelvis or foregut, respectively).

Because the robotic manipulator arms are independent from one another, the surgeon can position the patient prior to

surgery, as well as change the patient’s position during the case, without requiring disconnection of the arms from

the patient. The independence and mobility of each arm confer positioning advantages over stationary, single-unit

robotic-assisted devices. Three-arm setups of the system with the patient supine or lateral are presented in Figs. 1.2

and 1.3, respectively.

Certain procedures, such as partial or total nephrectomy, adrenalectomy, pulmonary lobectomy, and thymectomy,

are best performed with the patient on his or her side to facilitate access to the targeted anatomy. The system does not

impose restrictions on optimal patient positioning.

A four-arm setup for a supine patient is presented in Fig. 1.4.

TABLE 1.1 Surgical equipment compatible with the Senhance Surgical System.

Category Equipment manufacturer and instrument family

Camera and vision CONMED 3DHD

NOVADAQ PINPOINT

Stryker 1588 AIM

Richard Wolf 3DHDa

Electrosurgical CONMED System 5000

Covidien/Valleylab ForceTriad

Covidien/Valleylab Force FX

Erbe VIO 300D

BOWA ARC 400a

Patient table Any operating table used for laparoscopic surgery

Insufflator Any insufflator used for laparoscopic surgery

Trocar Any trocar used for laparoscopic surgery

Suction irrigation Any suction irrigation unit used for laparoscopic surgery

aAvailable only in CE-marked countries.

FIGURE 1.2 Typical Senhance setup that includes

three manipulator arms for a supine patient. Credit:

r 2018 TransEnterix, Inc.
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1.2.1.2 Docking

The docking time is the period required to adjust all settings, and determine and set the optimal positions of the robotic

arms and intraabdominal placement of the instruments prior to starting the procedure. Stephan et al. recently reported

their early experience with Senhance as applied to visceral surgery [6]. The majority of the procedures that these experi-

enced laparoscopic surgeons performed were unilateral transabdominal preperitoneal (TAPP) inguinal hernia repairs

and bilateral TAPP inguinal hernia repairs. As the surgeons became more adept with the system they advanced their

efforts to more complicated procedures including cholecystectomy and sigmoid resection. During the first 5 months,

they achieved an average docking time of ,9 minutes and, for the last 20 procedures during that 5-month period, their

average docking time was 7 minutes. Their docking times were similar to those reported by others who used the surgi-

cal system in gynecologic and colorectal surgery [7�15]. Stephan’s average console time for the 29 cases of inguinal

hernia repair was 37 minutes.

1.2.1.3 Eye sensing

Eye-sensing technology has been used for years to assist individuals who have cerebral palsy, quadriparesis, or other

disabling physical and cognitive conditions that prevent the user from utilizing a traditional human�machine interface,

such as a computer mouse or trackpad. Eye sensing or eye tracking determines where the user is looking at a screen by

measuring reflections in the eye corneas; this process of controlling the computer through gazing at the screen is

called gaze interaction. The system emits a near-infrared light at specific duty cycles, and the system computes the

FIGURE 1.3 Typical Senhance three-arm setup for a

patient in the lateral position. Credit: r 2018

TransEnterix, Inc.

FIGURE 1.4 Senhance four-arm setup for a supine

patient. Credit: r 2018 TransEnterix, Inc.
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gaze position and distance of the user after an initial calibration. The system’s digital imaging and eye tracking

are intended for use with current visualization technologies (Table 1.1) and take advantage of 2D and 3D

high-definition laparoscopic imaging systems that are based on white light and 2D indocyanine green fluorescence

imaging.

Senhance’s eye-sensing system assists the surgeon in positioning the endoscope and the attached manipulator arm or

navigating the functions area of the console monitor. The surgeon can also choose to use the trackpad and handles at

the console to move the endoscope instead of taking advantage of eye sensing. The system first completes a calibration

sequence, which includes verification that the surgeon’s eye position can be read. Without successful calibration, the

system turns off the eye tracker and the eye tracker cannot be overridden by the user.

Several safety mitigations are built into the eye-sensing system. The system only permits the surgeon to reposition

the endoscope under the surgeon’s control, which is accomplished after depressing the select button on both the right

and left handles while the surgeon gazes at a position on the screen. The system then moves the endoscope in the direc-

tion of the surgeon’s gaze. Motion is stopped when either of the two select buttons is released or when the gaze is

lost—thus preventing unintended movement of a manipulator arm or surgical instrument.

1.2.1.4 Fulcrum

The console of the Senhance Surgical System includes two handles styled similarly to traditional laparoscopic han-

dles; these console handles can command up to three or four manipulator arms. The manipulator arms connect to

modified laparoscopic instruments (graspers, needle holders, scissors, etc.), which are used through trocars to

grasp, dissect, mobilize, suture, and retract tissue in an insufflated abdominal space in the same manner as

laparoscopy.

The end of each robotic manipulator arm is instrumented with force and torque sensors. These sensors determine the

fulcrum point or the point of intended rotation of an inserted trocar. The sensors also prevent application of excessive

force to surrounding tissue. During set up, a modified laparoscopic instrument is magnetically coupled with an adaptor

to the manipulator arm and is inserted into the abdomen through a trocar. The arm makes very small movements to

locate the center of rotation of the trocar, that is, the center of the incision point. Once this point has been captured in

3D space, the arm moves the instrument around and through the fulcrum point of the trocar to minimize stress to the

surrounding tissue and to the incision site. As with standard laparoscopy, as the surgeon moves the instrument handle,

the working tip or effector moves in the opposite direction; this paradoxical motion is conveyed on the console and

operating room monitors.

1.2.1.5 Force feedback (haptics)

The scaled 1:1 force feedback feature of the Senhance System measures the forces experienced by the instruments in

the X, Y, and Z Cartesian plane and transfers these forces electronically to the handles at the console. Accordingly, the

surgeon receives and perceives the same forces that he or she experiences when using standard laparoscopic instrumen-

tation for the same surgical maneuvers and with a high degree of sensitivity (35 g). Force feedback helps to ensure that

the surgeon has seamless real-time access to relevant information about instrument tip�tissue contact. The surgeon

perceives tissue presence, contact, and relative stiffness via force feedback information regarding contacted tissues with

the instrument tips and/or shaft during surgical maneuvers. When combined with the depth of the palpation and instru-

ment tip geometry information provided by the vision system, the user can perceive the physical characteristics of the

tissue.

1.2.2 Indications

In the United States, the system is indicated for adult use and is intended to assist in the accurate control of laparoscopic

instruments for visualization and endoscopic manipulation of tissue including grasping, cutting, blunt and sharp dissec-

tion, approximation, ligation, electrocautery, suturing, mobilization, and retraction in laparoscopic gynecological

surgery, colorectal surgery, cholecystectomy, and inguinal hernia repair. In the European Union, Senhance has received

the CE mark and is intended to be used in adults for laparoscopic surgery in the abdomen and pelvis and for limited

uses in the thoracic cavity excluding the heart and greater vessels. Currently labeled US and EU procedures are listed in

Table 1.2.

The system is contraindicated for use in surgeries where laparoscopic approaches and techniques are contraindi-

cated. Currently available and fully reusable surgical instruments that are system-specific are listed in Table 1.3. Of
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TABLE 1.2 Labeled procedures for the Senhance Surgical System in the United States and the European Union.

United States European Union

Colorectal surgery

Lower anterior resection including total mesorectal excision Lower anterior resection including total mesorectal excision

Colectomy (right, left, total, transverse, hemicolectomy,
sigmoidectomy)

Colectomy (right, left, total, transverse, hemicolectomy,
sigmoidectomy)

Rectopexy Rectopexy

Small bowel resection Small bowel resection

Abdominoperineal resection Abdominoperineal resection

Gynecological surgery

Radical hysterectomy Radical hysterectomy

Total hysterectomy Total hysterectomy

Ovarian cystectomy Ovarian cystectomy

Oophorectomy Oophorectomy

Myomectomy Myomectomy

Lymphadenectomy Lymphadenectomy

Endometriosis resection Endometriosis resection

Salpingectomy Salpingectomy

Adnexectomy Adnexectomy

Omentectomy Omentectomy

Parametrectomy Parametrectomy

Adhesiolysis Adhesiolysis

General surgery

Appendectomy Appendectomy

Cholecystectomy Cholecystectomy

Inguinal hernia repair Inguinal hernia repair

Ventral hernia repair

Nissen fundoplication

EndoStim implantation

Decompression of celiac axis (treatment of Dunbar syndrome)

Sleeve gastrectomy

Urological surgery

Adrenalectomy

Prostatectomy

Partial nephrectomy

Renal cyst decortication

Thoracic surgery

Pulmonary lobectomy

Pleural biopsy
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note is the addition of fully reusable 3-mm instruments, which augment and redefine MIS for robotic-assisted digital

laparoscopy. In a report of one laparoscopic surgeon’s experience with these smaller instruments and tips for hysterec-

tomy (n5 4), the surgeon felt that the haptic feedback of the Senhance System allowed him to feel the flexibility of the

instrument, which is especially important during careful minimally invasive traction and dissection [16]. The median

operative time was 97.5 minutes (80�120 minutes) and estimated blood loss (EBL) was ,50 mL. Patients were dis-

charged on day 1 and no 30-day postoperative complications occurred.

1.3 User training and procedure planning

1.3.1 Training

The surgical team consists of the surgeon, the surgical assistant, and the surgical nurse, and training of the team is

standardized in compliance with validated protocols approved in the EU by the CE and by the US FDA. The team is

TABLE 1.3 Fully reusable surgical instruments manufactured for the Senhance Surgical System.

3.0 mm

Atraumatic single-action grasper

Cobra grasper

DeBakey grasper

Needle holder

Monopolar Maryland dissector

Monopolar curved Metzenbaum scissors

5.0 mm

Allis grasper

Johan grasper

Kocher grasper

Strong grasper

Mixter dissector

Babcock forceps

Needle holder right

Needle holder left

Fundus grasper

Monopolar Maryland dissector

Monopolar curved Metzenbaum scissors

Monopolar L-Hook electrode

Bipolar large grasping forceps

Bipolar curved grasping forceps

Bipolar Maryland dissector insert

Bipolar curved scissors insert

Weck Hem-o-lock ML clip applier

10.0 mm

Right angle dissector

Weck Hem-o-lock ML clip applier
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trained according to a general model (Fig. 1.5), which has been developed and was based upon recommendations of the

Society of American Gastrointestinal and Endoscopic Surgeons to combine the fundamental elements of laparoscopic

and robotic-assisted surgeries [17].

The purpose of the training is to facilitate surgeon, surgical assistant, and nurse training on the Senhance Surgical

System and to provide trainers with all materials necessary to train a new user. All users of the Senhance Surgical

System receive training specific to their roles. The objective is to provide users with the information and the opportu-

nity to learn and practice skills required for safe and effective use and to enable interaction with the surgical system

and its unique features before, during, and after a laparoscopic procedure.

Users receive 2 days of training defined by sequential modules, the last of which is a proficiency assessment

based on mock case support. Users practice the skills they learned throughout the first day by performing a surgical

procedure on the second day on a live porcine model. Each training session is attended by the three members of the

surgical team. Users are advised to perform their first case within 1 week after training completion. Table 1.4

provides an outline of the training session; times are approximate, and breaks should be built into the days based on

trainer and trainee discretion. A postmarket registry of all Senhance procedures and outcomes enables up-to-date

evaluation of the system.

1.3.2 Procedure planning

The surgical team follows the same general procedural and operative room setup as for a traditional laparoscopic

case. Specific considerations that are recommended are operating room table height, trocar positions, and manipulator

arm placement. The operating room table height should not be so low or so high as to limit the motion of any of the

manipulator arms during the course of the procedure. A visual guide—the “sweet spot”—is located on both the

horizontal and vertical joints of each manipulator arm, and surgical teams are encouraged to recognize this guide and

avoid placement of a manipulator arm too close to the end of its physical range of motion. Trocar positions should

not be so close, that is, should not be less than 8 cm apart, so as to increase the possibility of arm collisions during

surgery. In nearly all cases and patient populations, standard traditional port placement has been used without

increased collision risk requiring special modification of the port placement. Consideration of the manipulator arm

placement is according to preprocedure planning of the primary location of the surgical assistant to provide the assis-

tant adequate room to access the perioperative space. The surgical team can consult recommended, procedure-

specific manipulator arm placement diagrams to ensure adequate spacing for the intended location of the surgical

assistant in the sterile field.

FIGURE 1.5 Senhance Surgical System training paradigm.

Credit: r 2018 TransEnterix, Inc.
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1.4 Clinical findings

1.4.1 Gynecologic procedures

Many of the published clinical studies of robotic-assisted digital laparoscopy describe gynecologic procedures for the

treatment of benign and malignant disorders.

1.4.1.1 Monolateral ovarian cyst removal

Gueli Aletti et al.’s first experience with Senhance was for a small homogeneous adult population of women (n5 10;

BMI, 30 kg/m2), who required monolateral ovarian cyst enucleation [9]. One experienced laparoscopic surgeon

performed the procedures. There were no conversions to standard laparoscopy or to laparotomy and no intraoperative

TABLE 1.4 Training session overview for the Senhance Surgical System.

Module Method Trainee role(s) Time (h) Learning objectives

Prior to arrival at the training facility

Prelearning Presentation with
narrated videos

Surgeon,
surgical
assistant, nurse

1.5 Gain initial familiarity with the system. Receive
system overview, including indications for use,
features, and functionality.

Day 1

Goals and
expectations

Presentation
(PowerPoint)

Surgeon,
surgical
assistant, nurse

0.5 Review the learning objectives for the subsequent
modules.

Dry lab
practicum

System hands-on/FLS
tasks using trainer
checklists

Surgeon,
surgical
assistant

2 Learn and practice the system skills required for
effective use of the Senhance Surgical System. Focus
on system setup, manipulator arm calibration and
positioning, draping, instrument assembly, and
instrument exchange.

System hands-on
using trainer
checklists

Surgical
assistant, nurse

Learn and practice the system skills required for
effective use of the Senhance Surgical System. Focus
on endoscope and instrument insertion, instrument
exchange, cockpit orientation, and FLS tasks.

Advanced Instrument
(s) hands-on using
trainer checklists

Surgeon,
surgical
assistant, nurse

2�5 Learn and practice the system skills required for
effective use of the Senhance Surgical System
Advanced Instrument(s). Focus on case preparation
with sterile and nonsterile components, instrument
exchange, cockpit orientation, and FLS tasks.

Team training Surgeon,
surgical
assistant, nurse

1 Practice team use of the system, including specific
troubleshooting and communication among team
members.

Day 2

Pre-wet lab
overview

Presentation
(PowerPoint)

Surgeon,
surgical
assistant, nurse

1 Review differences between porcine and human
anatomy to prepare for wet lab tasks.

Task-based wet
lab and
proficiency
assessment

Porcine lab Surgeon,
surgical
assistant, nurse

6 Practice the system skills required for effective use of
the Senhance Surgical System and demonstrate
proficiency by correctly completing tasks (no use
errors) without trainer assistance. Nurse sets up the
system and circulates according to role checklist.
Surgical assistant supports patient-side tasks
according to role checklist. Surgeon operates system
according to role checklist.

FLS, Fundamentals of laparoscopic surgery.
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complications. Median docking time was 6 minutes (range, 3�8 minutes), median operative time was 46.3 minutes

(range, 22�80 minutes), and median EBL was 50 mL (range, 0�200 mL).

1.4.1.2 Heterogeneous series of gynecologic procedures

In a phase II single-center study of the safety and feasibility of Senhance in the hands of experienced laparoscopic

surgeons for a heterogeneous series (n5 146) of gynecologic procedures (Group A: mono- or bilateral salpingo-

oophorectomy or cyst enucleation, n5 62; Group B: myomectomy, n5 4; Group C: total hysterectomy, n5 46; and

Group D: staging of endometrial cancer, n5 34), median docking time was 7 minutes (range, 3�36 minutes) [13].

Patients ranged in age from 19 to 79 years and the median BMI was 17.3 kg/m2 (range, 17.3�34.0 kg/m2). Over the

course of the study, operative time lessened significantly for hysterectomy (P, .001) and adnexal procedures

(P, .002). In both Group A and Group C, there were two conversions to standard laparoscopy. In Group D, one

patient underwent laparoscopic conversion and two patients had conversion to laparotomy. This study was the first

reported series of the novel robotic-assisted digital laparoscopic approach for the treatment of various gynecologic

disorders. The procedures were successfully completed in 95.2% of the cases, with two reported complications

(Group C: intraoperative, n5 1; postoperative, n5 1) for an overall complication rate of 1.4%. Intraoperative and

early postoperative complication rates were similar to those reported for other minimally invasive gynecologic

surgeries [18].

1.4.1.3 Senhance and standard laparoscopy for benign and malignant disease

A more recent, single-institution, case�control study provided a retrospective comparison of the safety and feasibility

of Senhance and standard laparoscopy (control group) for total hysterectomy in women with benign (Fig. 1.6) and early

malignant gynecologic disease (Fig. 1.7) [13]. A total of 203 women were enrolled (Senhance, n5 88; standard laparos-

copy, n5 115). The median operative time was longer for the women in the Senhance group compared with that for

women in the standard laparoscopy group (147 minutes; range, 58�320 and 80 minutes; range, 22�300, respectively).

Noteworthy, however, was the comparability of the Senhance operative time to time reported for other robotic-assisted

laparoscopic hysterectomy procedures. The longer operative times may have been attributable to learning a new surgical

approach [19,20].

1.4.1.4 Hysterectomy in obese patients

Outcomes from a pilot study of the safety and feasibility of robotic-assisted digital laparoscopy for elective total

extrafascial hysterectomy with bilateral salpingo-oophorectomy in obese (BMI $ 30 and ,40 kg/m2) patients was

recently reported [11]. Ten patients were enrolled (median BMI: 33.3 kg/m2; range, 30.4�38.3 kg/m2); the indication

for each patient’s procedure was early-stage (FIGO IA) endometrial cancer. Median docking time was 10.5 minutes

(range, 5�25 minutes); median operative time was 110 minutes (range, 70�200 minutes); and median EBL was

100 mL (50�200 mL). No conversions to either standard laparoscopy or laparotomy occurred. The surgeons were

experienced in laparoscopic techniques. They felt that the tactile feedback was especially important in terms of safety

in this potentially challenging patient population.

FIGURE 1.6 Mobilization of the uterine artery with

advanced dissection during total hysterectomy using Senhance.

Credit: r 2018 TransEnterix, Inc.

Senhance Surgical System Chapter | 1 11
1
.
S
e
n
h
an

ce
S
u
rg
ical

S
yste

m



1.4.2 Colorectal disease

The first clinical experience with Senhance in the surgical treatment of patients (n5 45) with colorectal disease was

recently reported by Spinelli et al. [15]. The heterogeneous surgical indications included: colorectal cancer (66%),

complicated inflammatory bowel disease (18%), diverticular disease (11%), and endoscopically unresectable adenoma

(4.4%). Median operating time for all of the procedures was 256 minutes and the median docking time was

10.7 minutes. Conversions were limited to three procedures that required conversion to standard laparoscopy; no

procedures were converted to laparotomy. Median EBL for the entire cohort was ,50 mL. Patients with malignant

disease received R0 resections with disease-free margins, and the average number of nodes removed was 24.8. No

device-related perioperative complications were reported. The authors reported that the system’s haptic feedback may

have been instrumental in preventing intraoperative complications.

1.4.3 Inguinal hernia repair

Stephan et al. described in detail their first experiences with Senhance in a consecutive adult population (n5 116)

requiring primarily inguinal or ventral hernia repair, with some patients requiring cholecystectomy and a few requiring

sigmoid resection for diverticular disease [6]. After approximately 30 procedures, the console time of inguinal hernia

repair via the TAPP technique was comparable to the incision-to-suture time of a standard laparoscopic TAPP

approach.

1.5 Cost considerations

The cost of ownership of robotic systems (acquisition, maintenance, and instruments) has been cited as a drawback to

robotic-assisted surgery [21]. However, Senhance may provide a cost-effective robotic surgery program in light of its

fully reusable instruments that can be used with conventional 5-mm trocars.

In 2016, Rossitto et al. reported the first one-way sensitivity analysis of costs associated with the use of Senhance in

a consecutive series of procedures for the treatment of early-stage endometrial cancer or benign uterine disease in

low-risk patients [22]. The procedures, which were performed by three experienced laparoscopic surgeons, were hyster-

ectomy and bilateral salpingectomy (n5 13), radical hysterectomy and bilateral salpingo-oophorectomy (n5 50), and

radical hysterectomy bilateral salpingo-oophorectomy and pelvic lymphadenectomy (n5 18). The average cost per

patient for all of the procedures was h3391.82 and consisted of an average surgical staff cost of h1493.06, operating

FIGURE 1.7 Robotic-assisted digital laparoscopic pelvic lymph node dissection aided by indocyanine green fluorescence imaging (Novadaq,

Toronto, ON, Canada). Credit: r 2018 TransEnterix, Inc.
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room cost of h1225.66, and equipment cost of h673.09. Equipment, which did not include depreciation costs, repre-

sented 19.8% of the average procedure cost.

Rossitto’s paper provides an improved understanding of healthcare resource allocation with the Senhance Surgical

System in commonly performed gynecologic surgeries: the costs and outcomes of a robotics program based on

Senhance may be similar to many programs involving traditional laparoscopic procedures. Future economic studies

might include case-controlled and comparative analyses describing direct and indirect costs associated with periopera-

tive outcomes for hernia repair, colorectal procedures, upper gastrointestinal procedures, prostatectomy, and thoraco-

scopic surgeries.

1.6 Conclusion

Published clinical data support the clinical safety, efficacy, and economic feasibility of digital laparoscopy with the

Senhance Surgical System in the treatment of a variety of benign and malignant disorders. The system provides novel

robotic-assisted benefits to the surgical team with rapid docking and a short learning curve as well as cost of ownership

that is comparable to standard laparoscopy.
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The CyberKnife System is a frameless, image-guided robotic technology used to deliver stereotactic radiosurgery 
and radiotherapy anywhere in the body where it is clinically indicated. The treatment procedure is automated and 
delivered under user supervision. Throughout treatment the radiosurgical target is continually sensed using a 
combination of X-ray and optical imaging. The target pose is localized into a common reference frame using a 
combination of image registration algorithms and precisely calibrated coordinate transformations. A robotic couch, 
on which the patient is positioned, and a robotic treatment manipulator on which a medical linear accelerator is 
mounted, are aligned using this localization. Manipulation is achieved by delivering ionizing radiation to the target 
using a high-energy X-ray beam generated by the linear accelerator. Treatment involves delivery of a large number 
of nonoverlapping treatment beams, from a noncoplanar workspace, that allows sufficient radiation dose to be 
delivered to the target while respecting the dose tolerances of surrounding healthy tissues. The radiation dose 
delivered by each beam is determined by a 2D modulated fluence pattern controlled by variable beam collimation, 
linac dose control, and robot pointing. Pretreatment planning involves segmenting the target and healthy organ 
volumes using multimodality medical imaging, and using this to optimize the set of beam directions and the 
modulated fluence pattern for each beam. This chapter describes the CyberKnife System technology, and its major 
subsystems, as current in 2019. 
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2.1 Introduction

Stereotactic radiosurgery (SRS) is a noninvasive alternative to conventional surgery using precisely targeted beams of

ionizing radiation directed from outside the patient to replace the surgical resection of solid tumors, other lesions, or

functional targets. SRS was originally developed for intracranial applications and required the use of a stereotactic

frame mechanically attached to the patient’s skull to achieve the required beam alignment precision. Treatment was

delivered in a single session (or treatment fraction) using multiple beams distributed over a large solid angle [1].

Subsequently, the same general principles have been applied with new technologies to treat extracranial targets, either

as an alternative to, or in combination with, conventional surgery and radiation therapy. Such extracranial treatment is

commonly referred to as stereotactic body radiation therapy (SBRT) [2] or stereotactic ablative radiotherapy (SABR)

[3], the subtle distinctions between which are beyond the scope of this chapter. Current SRS/SBRT/SABR (hereafter

referred to collectively as radiosurgery) techniques use either mechanical frame-based or imaging-based stereotactic

alignment, and are typically delivered in one to five treatment fractions. Common clinical indications include intracra-

nial targets [malignant and benign tumors, arteriovenous malformations (AVMs), and functional diseases], spinal

tumors and AVMs, and malignancies in the lung, prostate, liver, head and neck, and other sites, including both primary

and metastatic diseases [4,5].

A fundamental difference between radiosurgery and conventional radiation therapy is that the former employs more

aggressive dose-fractionation schemes. Since all radiation treatment is limited by toxicity to healthy tissues, this

requires that radiosurgery achieves higher levels of geometric accuracy and dose conformality than conventional

radiation therapy, as outlined as follows.

1. Geometric accuracy: The geometric uncertainties associated with aligning external treatment beams to a clinical

target volume (CTV) within the body are usually managed by adding margins to the CTV during the treatment

planning phase to form a planning target volume (PTV) [6]. Delivering the prescription dose to the entire PTV

ensures that the CTV receives the intended dose. The CTV�PTV margin is a combination of setup and internal mar-

gins [7]. The setup margin includes the uncertainties in localizing the CTV at the start of each treatment in the same

frame of reference as the treatment device, and of aligning the treatment beams to the CTV in this frame. The inter-

nal margin accounts for intratreatment motion of the CTV after initial localization. The most common example is

respiratory motion, which affects targets within the lung, liver, pancreas, and kidneys. However, clinically relevant

internal motion also affects the gastrointestinal and genitourinary systems (e.g., changes in bladder filling or rectal

content during treatment can significantly alter the pose of a prostate cancer CTV [8,9]), and for essentially all

target locations when gross patient movements are considered. The latter are usually limited by patient immobiliza-

tion devices, but movements of a few millimeters are observed over typical treatment periods even for immobilized

patients with intracranial or spinal CTVs [10]. Accommodating geometric uncertainties using margins is problematic

when the CTV is adjacent to radiosensitive healthy tissues (e.g., lung, liver, or brain tissue surrounding a tumor, or

the bladder and rectum adjacent to a prostate cancer CTV) since parts of these healthy tissues overlap the PTV and

receive the full prescribed dose. These overlaps limit the dose-fractionation that can be employed, especially when

complications are associated with relatively small volumes of healthy tissue receiving high doses.

2. Dose conformality: The physical nature of radiation transport means that dose deposition cannot be limited to the

PTV only, but also spills out into the surrounding healthy tissues. In the standard nomenclature, the volume of tissue

receiving the prescription dose is the treated volume (TV), and the volume receiving a dose that is significant in

terms of normal tissue tolerance is the irradiated volume (IV) [6]. A perfect treatment would limit the TV to be

identical to the PTV and have an infinite dose gradient in all directions beyond the TV such that the TV to IV

expansion is zero. Neither of these is practically achievable. The PTV to TV expansion is generally determined by

the way in which the incident radiation fluence from each treatment beam is modulated (e.g., by collimating the

beam to the precise projection of the CTV using a collimation system that achieves very narrow beam penumbra

and very low transmitted fluence outside of the collimated area). The TV to IV expansion is determined by the

radiation modality and by the number of treatment beams used and their spatial arrangement. Dose gradients are

maximized when many nonoverlapping beams are used. This makes use of noncoplanar beam arrangements distrib-

uted across a large solid angle beneficial.

The CyberKnife System provides a method for frameless radiosurgery, enabling treatment to be delivered anywhere

in the body where it is clinically indicated. Radiosurgery delivered by CyberKnife is autonomous but delivered under

human operator supervision. The treatment paradigm involves a combination of image-based alignment, robotic manip-

ulation of the treatment beam and patient, continual image-based tracking of the target throughout treatment, and use of
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a large noncoplanar workspace. This paradigm can be employed anywhere in the body and is used for every treatment

delivered by the system. CyberKnife was conceived in 1992 [11] and first fully described in 1997 [12]. The system

received FDA approval for intracranial treatment in 1999, which was extended to include extracranial treatment in

2001. To date, it is estimated that over 400,000 patients have been treated worldwide using CyberKnife, covering the

full range of clinical indications described above. In the 25 years since its inception the technology has undergone con-

tinual development such that almost no component remains unchanged from the original design. A complete technical

description of the system was published most recently in 2010 [13]. There have since been major changes to several

key subsystems and the introduction of a major new system version. This chapter will therefore provide the first techni-

cal overview of the CyberKnife M6 System, as current in 2018.

2.2 System overview

The treatment room shown in Fig. 2.1 illustrates the layout of the major treatment delivery subsystems. The patient lies

on a flat couch top and except in some pediatric procedures is fully conscious throughout treatment. The couch is sup-

ported by a 6 degrees of freedom (6DOF) robotic manipulator that enables the patient pose to be adjusted along all six

translational and rotational axes. At the head of the treatment couch is another 6DOF robotic manipulator supporting a

medical linear accelerator (linac) that generates the treatment beam. This treatment manipulator allows beams to be

directed without the isocentric pointing or coplanar workspace constraints of a traditional C-arm linac gantry. Next to

the treatment manipulator is a pedestal in which exchangeable secondary collimator assemblies are stored when not in

use. Above the couch are two ceiling-mounted X-ray tubes. These produce square imaging beams directed toward the

floor, the central axes of which are each at 45 degrees to the vertical. Image detection is accomplished using two flat

panel X-ray detectors mounted flush to the floor. The point in space where the central axes of the two imaging beams

intersect is the machine center. The treatment manipulator is positioned such that beams can be directed from many

noncoplanar directions toward points within a treatment volume, which is a region of space surrounding the machine

center. Treatment accuracy relies on the position and orientation of the imaging system with respect to the treatment

manipulator being known with high precision, which is ensured by mechanical alignment during installation and

calibration procedures performed during system commissioning.

To supplement the X-ray imaging system, an optical imaging system is used for treatments in which respiratory

motion is tracked in real time. An array of three optical cameras is installed in a ceiling-mounted boom-arm which can

be swung out of the way when not in use. During respiratory motion tracking, the camera is used to continuously

measure the position of three optical markers attached to a vest worn by the patient. These major subsystems are

described in more detail in Section 2.3.

Because of the radiation hazard of the treatment beam, the system is installed within a shielded bunker. During treat-

ment delivery, the operators (usually radiation therapists) monitor the system from a control room situated outside the

treatment room. This control area, as shown in Fig. 2.1, contains the treatment delivery computer. This displays the live

X-ray images acquired during treatment and pregenerated digitally reconstructed radiographs (DRRs), target location

tracking results, and information about each treatment beam including the dose delivered and beam collimation settings.

Once commenced, treatment proceeds autonomously unless errors are detected or the operator pauses delivery. Because

the radiation shielding makes it impossible for the operators to view the patient directly the treatment room is fitted

with CCTV, and an intercom enables the patient and operators to communicate during treatment. Additional system

hardware, including controllers for the two robotic manipulators, linac, and imaging systems, power distribution

equipment, linac cooling and gas systems, and a patient database computer, is installed in a separate equipment room

close to the treatment room.

The first step in the treatment process is treatment planning, as illustrated in Fig. 2.2. Vendor-provided treatment

planning software (TPS) is installed on one or more computers, usually situated in a separate planning office. Each TPS

allows a simulation of the treatment delivery in which the optimum geometric arrangement of treatment beams and

radiation fluence per beam is determined. The planning process starts with acquisition of a three-dimensional (3D) CT,

which is transferred to the TPS via a dedicated patient database. A 3D patient model is built from the planning CT, in

which a patient coordinate system is defined and the tissue density at each voxel is calculated. Target volumes and

relevant healthy tissues are segmented within this model using a combination of automatic and manual methods. To aid

tissue segmentation, multimodality secondary image sets can be registered to the primary CT scan. A virtual alignment

of the treatment imaging system to the patient model is then performed, such that the treatment target is close to the

virtual machine center. This defines the transformation from the patient coordinate system to the virtual imaging

system, and since the imaging system to treatment manipulator transformation is already known, this enables a set of
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FIGURE 2.1 The CyberKnife treatment suite. The left image shows the patient lying on a flat couch mounted on a robotic manipulator, with the linear accelerator mounted on a second robotic

manipulator at the head of the couch. In this case the multileaf collimator assembly is shown attached to the treatment robot. Behind the patient and treatment robot in this image is the pedestal used

to store the three alternative secondary collimator assemblies when not attached to the treatment robot. The two ceiling-mounted X-ray tubes are shown, with the floor-mounted X-ray image detec-

tors housed under the rectangular green panel beneath the couch. The optical camera array in its ceiling-mounted boom-arm is shown near the left side of the image. The right image shows the

control area. The treatment delivery computer to the left displays live X-ray images, DRRs, tracking results, and treatment-related data during treatment. To the right, the CCTV and intercom

systems monitor and communicate with the patient during treatment. The small white console next to the keyboard contains low-level controls to initiate and interrupt treatment. DRR, Digitally

reconstructed radiograph. Control area image courtesy Dr. J.A. Gersh, Gibbs Cancer Center and Research Institute—Pelham, Greer, SC, United States.



virtual treatment beams to be defined onto the patient model corresponding to achievable treatment manipulator

orientations. Typically, more than 100 of these feasible beam orientations are found. Using this simulation, the opera-

tor selects the optimal set of beam directions and radiation fluence per beam. This complex task is usually performed

with the aid of automated optimization algorithms implemented within the TPS. The methods used for image

registration, segmentation, dose calculation, and plan optimization are described in more detail in Section 2.3. The

resulting dose distribution is reviewed and approved by the treating clinician (usually a radiation oncologist or

neurosurgeon) prior to treatment, and the approved plan is stored in the patient database. From the approved plan a

set of machine instructions needed to deliver the treatment is automatically generated. In addition, a set of DRRs is

generated by ray-casting through the 3D CT model using the simulated orientation of the X-ray imaging system

relative to the patient.

Prior to treatment, the plan is transferred to the treatment delivery computer. Treatment alignment is based on

registering live stereoscopic X-ray images to the precalculated DRRs generated from the treatment plan. Each 2D image

registration is calculated automatically using skeletal anatomy (either skull or spinal vertebrae), lung tumor, or

implanted fiducial markers (the details of these registration algorithms are provided in Section 2.3). The results of the

2D registrations are combined by geometric back projection to give a 3D transformation of the target anatomy in the

live images to the corresponding anatomy in the planning 3D model. The registration result contains the change in

the target pose (3D position and 3D rotation) within the treatment room with respect to the simulated geometry in the

treatment plan. Initially the couch manipulator is adjusted to grossly align the patient, such that these offsets are

relatively small (typically a few millimeters and degrees). Once this is accomplished the couch remains static during

FIGURE 2.2 An example treatment plan for a lesion in the right lung. Top-left shows an anterior view of the 3D patient model (for simplicity the

tissue density has been windowed to show only bone, and the only segmented structure is the PTV, shown in red). The blue lines show 100 noncopla-

nar beam directions that are available to treat this target. Each line corresponds to a position and orientation of the treatment robot relative to the

patient that does not violate robot joint, cable management, or collision constraints. Top-right shows the subset of 24 beams which in this case were

selected during the treatment plan optimization. The bottom panels show axial and coronal sections of the CT scan. The dose distribution resulting

from the optimized set of beam directions and beam fluence is shown by the colored isodose lines (connecting points of constant dose). In this case

the conformality of the treated volume (within the green line) to the PTV is high, as is the dose fall-off in all directions (shown by the closely spaced

isodose lines outside the PTV). These are among the dose representations that the treating physician will typically review before approving the plan

for treatment. 3D, Three-dimensional; PTV, planning target volume.
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treatment, and all fine alignment corrections are achieved by adjusting the treatment manipulator position and orienta-

tion from the settings stored in the treatment plan based on the target pose deviation and the known transformation

from imaging system to treatment manipulator system. Using the treatment manipulator rather than the couch

manipulator to perform the fine alignment is important, as it removes the need for the patient to be considered as a

rigid object statically attached to the couch. Intratreatment motion is tracked continually by repeating the cycle of

X-ray acquisition—image registration—pose deviation calculation—treatment manipulator correction throughout

treatment, typically every 30�60 seconds. The exception to this alignment strategy is for targets affected by respi-

ratory motion, which move too rapidly to be managed at this imaging frequency. In these cases, the optical camera

system is used to monitor the position of markers positioned on the patient surface in real time (approximately

every 10 ms). Prior to treatment the correlation of external marker positions to internal target positions is calcu-

lated using a series of X-ray images acquired at multiple phases of the breathing cycle. During treatment the real-

time optical signal is combined with this correlation model to sense the target position in real time, which is used

to determine the treatment manipulator corrections needed to track the target in real time and maintain the same

static beam-target orientation that was simulated in the treatment plan. Additional intratreatment X-ray images are

used to verify and adapt the correlation model throughout treatment. More detail of this respiratory tracking tech-

nology is provided in Section 2.3.

The most meaningful definition of geometric accuracy with any radiosurgery system is the total system error (TSE)

of the entire treatment planning and delivery sequence (a measurement originally developed for frame-based radiosur-

gery and termed “total clinically relevant error” [14]). With CyberKnife this is most commonly tested using a phantom

containing a hidden spherical target object in which two radiochromic films are mounted orthogonally. The phantom is

CT scanned using the standard patient protocol, a treatment plan is developed that encloses the target with a conformal

spherical dose distribution, and this plan is then delivered to the phantom. The vendor specification for the radial offset

between the dose centroid measured on the films and the intended position (center of the spherical target) is

# 0.95 mm. Versions of this phantom enable the test to be performed for all anatomical tracking methods (skull, spine,

lung tumor, and fiducial marker tracking), and with real-time phantom motion to simulate respiratory motion. The TSE

combines uncertainties in the full treatment process, including CT acquisition, image segmentation, dose calculation

and plan optimization, X-ray to DRR registration, treatment beam alignment, and dose delivery. TSE is measured

during acceptance testing and periodic quality assurance tests with every CyberKnife System to demonstrate that

this accuracy specification is maintained. A summary of user-published TSE results is provided in tables II and IV of

Kilby et al. [13].

2.3 Major subsystems

2.3.1 Robotic manipulation

2.3.1.1 Treatment manipulator

The treatment manipulator for the CyberKnife M6 System is the KUKA QUANTEC KR300 R2500 Ultra robot. This is

a 6DOF robot with a maximum payload of 300 kg, 2496 mm reach, and position repeatability of 6 0.06 mm. A primary

reason for selecting this robot was the higher payload required for the addition of the multileaf collimator (MLC)

(described later)—the KR300 has a 60 kg maximum payload increase over the treatment manipulator used in

the CyberKnife VSI system [13]. The increased payload comes with a trade-off in overall reach of the robotic arm—

approximately a 200 mm reduction in maximum reach. This required changing the treatment room layout in two ways.

First, the robot was moved from 45 degrees superior-lateral to the patient to be in-line superior to the patient. Second, a

custom pedestal was designed to raise the robot 412 mm off the floor, allowing the system to reach over the patient and

maximize the available workspace for delivery.

Cable management, predominantly to support the operation of the linac and other devices in the treatment head, as

well as industrial design are added to the KUKA robot (Fig. 2.3). The conduit for the cable management is 95 mm in

diameter and carries dozens of cables including sensors for beam collimation systems, power and signal cables for the

monitor chamber and dosimetry electronics, a pneumatic air hose, and high-energy cabling for the linac. The cable

management is designed to support the full range of robot motion throughout its workspace—this results in a 750 mm

extendable range of the conduit when the robot is stretched out, but also requires that the cabling retracts when the

robot head is superior to the patient. A tensioning mechanism is located at the elbow joint to ensure that the cabling is

retracted as needed while maintaining minimum bend radii in all cases.
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2.3.1.2 Coordinate systems and treatment workspace calibration

There are three primary coordinate frames when describing the robot workspace within the treatment room

(Fig. 2.4). The robot world frame has its origin at the base of the robot, centered on the first axis of rotation where

the robot is mounted on top of the pedestal. The robot tool frame is defined by a laser mounted inside the linac,

such that the laser is coincident with the radiation beam, and the origin is the treatment X-ray beam source (center

of the linac target). The robot user frame is defined with its origin at the machine center, with rotations aligned to

the robot world frame.

The treatment volume for the CyberKnife is centered at the machine center. This point is nominally 2175 mm 1X

and 508 mm 1 Z in the robot world frame—when combined with the pedestal, this gives a height of 920 mm off the

floor. To calibrate the exact position of this point relative to the robot, a calibration post is inserted into a floor frame

FIGURE 2.3 The treatment robot showing the KUKA robot, treatment head, cabling and tensioning mechanism, and pedestal (left), and in the treat-

ment room with industrial covers fitted together with the treatment couch and Xchange table (right).

FIGURE 2.4 Lateral view of robot system coordinate

frames. Red is 1X, blue is 1 Z, and green is 1 Y.
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which provides a reference point. The calibration of the robot relative to the machine center is performed using the linac

laser to scan across a point like photodetector located at the tip of the calibration post. Scans of this point are performed

from positions throughout the robot workspace and a least-squares minimization is found which provides the calibrated

robot tool frame and origin of the user frame at the calibration point.

This provides a baseline calibration for the robot. However, to reach submillimeter accuracy throughout the entire

clinical workspace, additional calibrations are required. Section 2.3.1.3 discusses the discretization of the workspace

into “paths” and “nodes,” as well as the next steps in system calibration.

2.3.1.3 Treatment paths and node properties

The available workspace that the robot can reach for clinical use is discretized into specific points, referred to as nodes,

which are grouped into larger sets, referred to as paths. The robot can be oriented such that the treatment beam source

(center of the linac X-ray target) is coincident with each node, and therefore nodes represent the source positions of

treatment beams. Nodes are selected from a set of points located on concentric spheres about the machine center, with

radii [referred to as source-to-axis distance (SAD)] ranging from 650 to 1200 mm. The node positions are selected to

maximize robot reachability during real-time tracking of patient motion, as well as to provide flexibility for robot

traversals to other nodes while avoiding collisions in the room and ensuring that the cable management is not stretched

or compacted too much.

Separate paths are defined for different target anatomy and collimator types. The “head” path is designed such that

the head portion of the couch top is located at the machine center. This is a smaller volume of the couch and leaves the

section of the room between the couch top and the robot base open for treatment nodes. Fig. 2.5A shows the position of

nodes in this path. This path has shorter SAD nodes (650�900 mm) to maximize the effective dose rate. The extracra-

nial “body” path is designed for the couch extended fully superior to support placement of targets in the thorax or

abdomen at the machine center. This path has longer SAD nodes (800�1200 mm) to allow for larger patient clearance

due to respiratory motion tracking, prostate pitch tracking, and the larger range of possible alignment positions through-

out the entire body (rather than just the center of the skull for the head path).

FIGURE 2.5 (A) Head path, seen from above (left) and from the side (right). Each red dot is a node. (B) Body path seen from above (left) and from

the side (right). Each red dot is a node.
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Although the fixed collimator housing and Iris collimator have the same external geometry, the MLC is very

different, requiring different paths to handle this distinction (see Section 2.3.2 for a description of these secondary colli-

mators). This results in four primary clinical paths, excluding those used for quality assurance. Each of these paths is

calibrated independently, including separate calibrations for the fixed and Iris collimators due to mass differences. Path

calibration consists of moving to each node in each path and performing a scan of the calibration post with the linac

laser. This process generates a list of offsets which is applied at the delivery time. A final correction offset is measured

using an arrangement of treatment X-ray beams directed at the machine center, to a phantom containing orthogonal

X-ray-sensitive films (the TSE measurement described in Section 2.2). This combination of calibrations allows the

system to achieve submillimeter accuracy in treatment beam delivery.

The path sets for the CyberKnife M6 System include 117 clinical nodes for the “body” Iris and fixed collimator

path, 179 for the “head” Iris and fixed path, 102 for the “body” MLC path, and 171 for the “head” MLC path. These

nodes, used as source points for delivering radiation, are referred to as “dose nodes.” Each path also contains “dummy

nodes” which are used only as traversal waypoints. Each node has associated data to inform the system how that node

may be used from treatment planning through treatment delivery. This information includes maximum rotational and

translational tracking corrections, X-ray imaging status (i.e., whether placing the treatment head at the node causes the

treatment robot to obstruct one of the X-ray imaging systems), and a list of nodes in the path to which the robot can

safely move, as well as an associated traversal time. The maximum tracking corrections guide the treatment planning

system (TPS) to utilize the proper set of nodes given the parameters of the plan being created. For example, nodes used

in prostate treatments require additional robot reachability to support 6 5 degrees of pitch correction, above the stan-

dard 6 1.5 degrees, while nodes used with real-time respiratory motion tracking must support 6 25 mm of translation

corrections rather than the standard 6 10 mm. The X-ray imaging status of nodes is used to order the nodes appropri-

ately so that there will be guaranteed imaging opportunities where the robot is not blocking either of the X-ray imaging

devices. Once the dose nodes are selected during treatment planning, this provides the information required to do a

traveling salesman optimization which minimizes the time spent moving between them. The traveling salesman

algorithm is based on the Lin�Kernighan heuristic [15], but simplified and customized to work with the constraints and

parameters for CyberKnife—primarily ensuring that imaging nodes are visited based on a custom time interval defined

by the operator.

2.3.1.4 Collision avoidance and proximity detection

Although the paths were designed to avoid collisions with other components of the system, as well as a large bound on

the patient volume, the system continuously monitors the position of each robot (treatment robot and patient couch) and

calculates distances between these moving objects versus other moving components and static obstacles in the room.

All objects are modeled as adjoining convex polytopes for the purposes of the proximity calculations. Fig. 2.6 shows an

example of the polytopes when the robot is at a superior head path node, the colors are only to differentiate between

separate models. It is important to note that the couch position can only act as a guide for the patient position, and

depending on setup factors (pillows, blankets, pads, etc.), the patient may not be in the exact, expected position. The

user can define one of a set of standard avoidance volumes around the couch based on the patient size and setup. The

patient-facing portion of the collimator housing is also encased in a touch sensor so that if the patient reaches out to

touch the robot, or there is a collision, an interlock is tripped that stops motion.

2.3.1.5 Xchange table and tool mounting calibration

One feature of the CyberKnife System is exchangeable secondary collimators via a pneumatic tool-changing mecha-

nism. This enables rigid mounting of the linac and accurate calibration of the robot, while enabling the use of up to

three different secondary collimation devices. To enable automated secondary collimator exchange, the storage

table must be located and calibrated with respect to the robot. The tool-changing mechanics require submillimeter accu-

racy to operate, which requires a full 6DOF calibration of the table coordinate frame and sensor positions. The

table has spots for three calibration posts, which are smaller versions of the one used for primary system calibration,

and the calibration process moves the robot through a vertical and horizontal scan of each post. This provides three

points, giving a full 6DOF representation of the table top plane relative to the robot. At the center of the storage well

for each secondary collimator is another sensor. Each of these is scanned with the linac laser to calibrate the center of

the well. In turn, the robot picks up and drops off each housing to ensure that the calibration scans successfully found

the center positions. The bottoms of the wells are spring loaded, with overtravel sensors to monitor if the robot pushes

down too far—while the tool mounting face of the linac has sensors to determine when a physical connection is made.
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The combination of the calibration procedure and these sensors allows the system to safely and quickly exchange

between the different secondary collimators.

In addition to enabling the use of multiple collimator types, the table also enables the system to perform a laser

alignment check prior to each treatment. This occurs either through a successful exchange of collimators or a single

check of the laser value over the center of one of the housing wells. As the linac laser is aligned and calibrated with the

treatment beam, this simple check ensures that the treatment beam is aligned consistently. This is checked prior to each

treatment delivery.

2.3.1.6 RoboCouch

The patient couch (RoboCouch) is also a serial link manipulator which brings additional functionality to the

CyberKnife System. RoboCouch is a custom-designed robot, based on the selective compliance articulated robotic arm

(SCARA) configuration, which utilizes the same KUKA controller and KUKA wrist as the treatment robot. The first

axis is a vertical axis to provide Z motion, with the two subsequent axes providing planar X/Y motion, followed by a

three-axis intersecting wrist to enable rotation positioning (Fig. 2.7).

This design enables a therapist to fully align a patient in all 6DOF without having to physically adjust the patient

inside the treatment room. The design of the couch provides the user with the ability to treat patients up to 500 lb, while

maintaining submillimeter accuracy. The RoboCouch workspace allows for 100 cm of travel in the inferior/superior

direction, while extending 6 18 cm in the patient left/right direction, and a minimum load height of # 55 cm off the

floor, which equates to 37 cm of travel posterior to the machine center. This workspace also includes nominal rotation

ranges of 6 5 degrees about each axis, although there are reduced limits at the exterior of the translation limits. The

combination of couch limits with the treatment robot tracking limits allows the CyberKnife flexibility with initial

patient position on the couch, as well as to handle large patient movements without frequent manual adjustments of the

patient.

The RoboCouch is calibrated to the rest of the CyberKnife System by performing a sequence of couch moves and

tracking calibration targets using the X-ray imaging system. By correlating native couch coordinates to the imaging sys-

tem coordinates, the system can accurately adjust the patient position based on imaging system results to maintain

FIGURE 2.6 Example view of proximity detection modeling, with static and dynamic modeled components. The patient avoidance area around the

couch is not shown.
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patient alignment about the machine center. Once this calibration is performed, the CyberKnife utilizes the couch to

adjust the patient position to nominal alignment with the DRRs, and then allows the treatment robot to adjust on-the-fly

as the patient moves during treatment delivery.

2.3.2 Treatment head

The treatment head produces and controls the X-ray treatment beam. In the following description “up” is the direction

along the beam central axis away from the patient, and “down” is toward the patient. The treatment head is mounted to

the treatment manipulator and is divided into two parts (Fig. 2.8). The upper part is permanently attached, and the lower

part is mechanically exchangeable for one of three alternatives. These lower head assemblies are stored in a pedestal

next to the treatment robot base (Fig. 2.1) and are exchanged automatically by the treatment manipulator using a

pneumatic tool-changing mechanism as described in Section 2.3.1.5.

The fixed (upper) part of the treatment head contains the linac which generates the treatment beam by accelerating

electrons along an evacuated accelerator structure using microwave power, and colliding these accelerated particles

with a thin metal target to generate X-rays principally through bremsstrahlung interaction. The linac is powered by an

X-band cavity magnetron, also mounted in the treatment head, and delivers a 6 MV X-ray beam with a dose rate of

1000 cGy/min at the reference treatment distance of 800 mm from the beam source. The X-ray target is situated within

the primary collimator, which is a large tungsten enclosure designed to minimize radiation leakage in all directions

except along a fixed rectangular aperture defining the maximum possible treatment field size. Downstream of the target

is the monitor chamber, which is a sealed, gas-filled ionization chamber used to control the dose delivered to the

patient. Charge measured in this chamber is proportional to the X-ray fluence emitted by the linac. The relationship

between this charge measurement and dose delivered to the patient is carefully characterized when the system is

commissioned. During treatment, this signal is used to terminate each treatment beam when the radiation dose specified

in the treatment instructions has been delivered. In addition, the chamber monitors the treatment dose rate, beam

uniformity, and beam symmetry, and terminates treatment if these deviate outside a tolerable range. The laser�mirror

assembly is aligned to direct the beam from a low-power optical laser mounted at right angles to the treatment beam

along an axis coincident with the center of the radiation beam. The laser is not used therapeutically, but is essential for

various quality assurance and calibration procedures and as part of the assembly exchange mechanism described

previously.

The detachable part of the treatment head contains the secondary collimation system that defines the shape of the

treatment beam incident on the patient. At the top of each of these is an intermediate collimator. This is fixed tungsten

FIGURE 2.7 RoboCouch high-

level diagram with axis labels.
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shielding designed to reduce the field size from the maximum defined by the primary collimator down to the maximum

supported by the variable secondary collimation sitting below, and to provide some additional shielding to the primary

collimation. The three secondary collimator assemblies are described next.

1. Fixed conical collimators. These are 12 static tungsten cylinders, each with a circular aperture. The apertures define

beam diameters (at 800 mm from the source) of 5�60 mm. The two smallest sizes have straight apertures. The

others are focused to the beam source, which is important to achieve a sharp beam edge (i.e., to minimize the beam

penumbra). The individual collimators are manually fitted within the fixed collimator assembly. The collimator size

is sensed by the delivery system and an interlock prevents treatment delivery unless this matches the size contained

in the treatment plan for each beam.

2. Iris variable aperture collimator. This collimator can replicate the same set of 12 circular field sizes as the fixed

collimators without the need for any manual exchange of parts. It is formed by 12 triangular tungsten segments

divided into two banks of six, mounted one above the other. Each bank defines a hexagonal beam aperture, and the

two banks are rotated through 30 degrees with respect to each other to achieve a dodecagonal beam that closely

approximates a circle. The rotational offset between the two banks also minimizes the radiation leakage between the

segments, since any gap between segments in one bank is shielded by the body of a segment in the other. The upper

bank forms a smaller aperture than the lower one to approximate the focusing of the fixed collimators. All 12

segments are driven using a single motor. This collimator assembly is described in greater detail elsewhere [16].

3. InCise MLC. This collimator can form irregular beam shapes within a maximum aperture of 115 mm3 100 mm

(projected at 800 mm from the source). The beam collimation is provided by 52 tungsten leaves, divided into two

opposing banks of 26, which move along linear trajectories orthogonal to the beam central axis. The leaves are

driven independently and are capable of unlimited interdigitation and overtravel. The edges of the treatment beam

are collimated either by the tips or sides of the leaves. To minimize beam penumbra, the leaf tips have a three-sided

design such that they are focused at the target when the leaf is fully open, fully closed, and at the beam center, with

FIGURE 2.8 A section of the treatment head showing the major components responsible for shaping and controlling the treatment beam. The linear

accelerator (not shown, to the left of this figure) directs a beam of electrons accelerated to approximately 6 MeV onto the X-ray target where they

interact to generate the X-ray beam shown in purple. This beam is collimated by the combination of primary, intermediate, and secondary collimators

to shape the beam that is incident on the patient (not shown, to the right of this figure). The electric charge created by the beam as it traverses the gas-

filled monitor chamber is used to control the dose delivered to the patient. The 45 degrees mirror directs a low-power laser beam (not shown) that is

coincident with the beam central axis. This is used for various quality assurance and other functions, but is not involved in treatment delivery.

Automated pneumatic connection and disconnection of the master tool plate to tool plate allows alternate secondary collimator assemblies to be

attached for each treatment. The fixed collimator assembly shown here is the simplest of these assemblies. The alternate secondary collimator assem-

blies (not shown) are an Iris variable circular aperture collimator, and a multileaf collimator.
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