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The editors are grateful for many helpful suggestions from
readers of the frst, second, and third editions of Principles
of Pharmacology: The Pathophysiologic Basis of Drug
Therapy. The fourth edition features many changes to reflect
the rapidly evolving nature of pharmacology and drug de-
velopment. We believe that these updates will continue to
contribute to the learning and teaching of pharmacology both
nationally and internationally:

= Comprehensive updates of full-color f gures throughout
the textbook—about 450 in all. Every f gure has been
updated and colorized, and over 50 f gures are new or
substantially modif ed to highlight advances in our un-
derstanding of physiologic, pathophysiologic, and phar-
macologic mechanisms. As in the frst three editions, our
collaboration with a single illustrator creates a uniform
“look and feel” among the f gures that facilitates under-
standing and helps the reader make connections across
broad areas of pharmacology.

= Comprehensive updates and additions in the fundamen-
tals of pharmacology. Along with extensive updates in
the chapters on drug—receptor interactions, pharmaco-
dynamics, pharmacokinetics, drug metabolism, drug
toxicity, and pharmacogenomics, a new chapter on drug
transporters has been added. The frst section of the text-
book now provides a comprehensive framework for the
fundamental principles of pharmacology that serve as the
foundation for material in all subsequent chapters.

= Comprehensive updates of all 37 drug summary tables.
These tables, which have been particularly popular with
readers, group drugs and drug classes according to mech-
anism of action and list clinical applications, serious and
common adverse effects, contraindications, and therapeu-
tic considerations for each drug discussed in the chapter.

= Comprehensive updates of all chapters, including new
drugs approved through 2014-2015. We have focused
especially on newly discovered and revised mecha-
nisms that sharpen our understanding of the physiology,

Preface

pathophysiology, and pharmacology of the relevant sys-
tem. Sections throughout the book contain substantial
amounts of new and updated material, especially the chap-
ters on drug—receptor interactions; drug toxicity; pharma-
cogenomics; adrenergic pharmacology; local anesthetic
pharmacology; the pharmacology of serotonergic and
central adrenergic neurotransmission; the pharmacology
of analgesia; the pharmacology of cholesterol and lipopro-
tein metabolism; the pharmacology of volume regulation;
the pharmacology of vascular tone; the pharmacology
of hemostasis and thrombosis; the pharmacology of the
thyroid gland; the pharmacology of the endocrine pan-
creas and glucose homeostasis; the pharmacology of bone
mineral homeostasis; the pharmacology of bacterial DNA
replication, transcription, and translation; the pharmacol-
ogy of bacterial and mycobacterial cell wall synthesis;
the pharmacology of viral infections; the pharmacology
of cancer; the pharmacology of eicosanoids; the pharma-
cology of immunosuppression; the fundamentals of drug
development and regulation; and protein therapeutics.

As with the third edition, we have recruited a panel of
new, expert chapter authors who have added tremendous
strength and depth to the existing panel of authors, and the
editorial team has reviewed each chapter in detail to achieve
uniformity of style, presentation, and currency across the
entire text.

Finally, we would like to acknowledge the immeasur-
able contributions of the late Armen H. Tashjian, Jr., MD,
to the conception, design, and implementation of this text.
Armen was our friend, mentor, and close colleague, and his
indomitable spirit lives on 1n this fourth edition of Principles
of Pharmacology: The Pathophysiologic Basis of Drug
Therapy.

David E. Golan, MD, PhD
Ehrin J. Armstrong, MD, MSc
April W. Armstrong, MD, MPH
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This book represents a new approach to the teaching of a
frst or second year medical school pharmacology course.
The book, titled Principles of Pharmacology.: The Patho-
physiologic Basis of Drug Therapy, departs from standard
pharmacology textbooks in several ways. Principles of
Pharmacology provides an understanding of drug action
in the framework of human physiology, biochemistry, and
pathophysiology. Each section of the book presents the
pharmacology of a particular physiologic or biochemical
system, such as the cardiovascular system or the inflam-
mation cascade. Chapters within each section present the
pharmacology of a particular aspect of that system, such as
vascular tone or eicosanoids. Each chapter presents a clini-
cal vignette, illustrating the relevance of the system under
consideration; then discusses the biochemistry, physiology,
and pathophysiology of the system; and, f nally, presents the
drugs and drug classes that activate or inhibit the system by
interacting with specif ¢ molecular and cellular targets. In
this scheme, the therapeutic and adverse actions of drugs are
understood in the framework of the drug’s mechanism of ac-
tion. The physiology, biochemistry, and pathophysiology are
illustrated using clear and concise f gures, and the pharma-
cology is depicted by displaying the targets in the system
on which various drugs and drug classes act. Material from
the clinical vignette 1s referenced at appropriate points in the
discussion of the system. Contemporary directions in mo-
lecular and human pharmacology are introduced in chapters
on modern methods of drug discovery and drug delivery and
in a chapter on pharmacogenomics.

Preface

to the First Edition

This approach has several advantages. We anticipate that
students will use the text not only to learn pharmacology but
also to review essential aspects of physiology, biochemistry,
and pathophysiology. Students will learn pharmacology in a
conceptual framework that fosters mechanism-based learning
rather than rote memorization, and that allows for ready incor-
poration of new drugs and drug classes into the student’s fund
of knowledge. Finally, students will learn pharmacology in a
format that integrates the actions of drugs from the level of an
individual molecular target to the level of the human patient.

The writing and editing of this textbook have employed a
close collaboration among Harvard Medical School students and
faculty in all aspects of book production, from student—faculty
co-authorship of individual chapters to student—faculty editing of
the f nal manuscript. In all, 43 HMS students and 39 HMS fac-
ulty have collaborated on the writing of the book’s 52 chapters.
This development plan has blended the enthusiasm and per-
spective of student authors with the experience and expertise
of faculty authors to provide a comprehensive and consistent
presentation of modern, mechanism-based pharmacology.

David E. Golan, MD, PhD
Armen H. Tashjian, Jr., MD
Ehrin J. Armstrong, MD, MSc
Joshua M. Galanter, MD

April W. Armstrong, MD, MPH
Ramy A. Arnaout, MD, DPhil
Harris S. Rose, MD
FOUNDING EDITORS
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The editors are grateful for the support of students and faculty
from around the world who have provided encouragement
and helpful suggestions.

Stuart Ferguson continued his exemplary work as an execu-
tive assistant by managing all aspects of project coordination,
including submission of chapter manuscripts, multiple layers
of editorial revisions, coordination of f gure generation and
revision, and delivery of the f nal manuscript. We are extraor-
dinarily grateful for his unwavering dedication to this project.

Rob Duckwall did a superb job to update the full-color
f gures. Rob’s standardization and coloration of the f gures in
this textbook reflect his creativity and expertise as a leading
medical illustrator. His artwork is a major asset and highlight
of this textbook.

Quentin Baca electronically rendered the striking image
on the cover of this textbook. We are most grateful for his
creativity and expertise.

The editors would like to thank the publication, editorial,
and production staff at Wolters Kluwer for their expert man-
agement and production of this handsome volume.

David Golan would like to thank the many faculty, stu-
dent, and administrative colleagues whose support and un-
derstanding were critical for the successful completion of
this project. Members of the Golan laboratory and faculty
and staff in the Department of Biological Chemistry and
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§ INTRODUCTION

Why is it that one drug affects cardiac function and another
alters the transport of specif ¢ 1ons in the kidney? Why do
antibiotics effectively kill bacteria but rarely harm patients?
These questions can be answered by frst examining the in-
teraction between a drug and its specif ¢ molecular target and
then considering the role of that action in a broader physi-
ologic context. This chapter focuses on the molecular details
of drug—receptor interactions, emphasizing the variety of
receptors and their molecular mechanisms. This discussion
provides a conceptual basis for the action of the many drugs
and drug classes discussed in this book. It also serves as a
background for Chapter 2, Pharmacodynamics, which dis-
cusses the quantitative relationships between drug—-receptor
interactions and pharmacologic effect.

Although drugs can theoretically bind to almost any
three-dimensional target, most drugs achieve their desired
(therapeutic) effects by interacting selectively with target
molecules that play important physiologic or pathophysi-
ologic roles. In many cases, selectivity of drug binding to
receptors also determines the undesired (adverse) effects
of a drug. In general, drugs are molecules that interact with
specif ¢ molecular components of an organism to cause bio-
chemical and physiologic changes within that organism.
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Drug receptors are macromolecules that, upon binding to a
drug, mediate those biochemical and physiologic changes.

§ CONFORMATION AND CHE
DRUGS AND RECEPTORS

An understanding of why a drug binds to a particular receptor
can be found 1n the structure and chemical properties of the
two molecules. This section discusses the basic determinants
of receptor structure and the chemistry of drug-receptor
binding. The discussion here focuses primarily on the inter-
actions of drugs that are small molecules with target recep-
tors that are mainly macromolecules (especially proteins),
but many of these principles also apply to the interactions
of antibody- or other protein-based therapeutics with their
molecular targets (see Chapter 54, Protein Therapeutics).
Because many human and microbial drug receptors are
proteins, it 1s useful to review the four major levels of protein
structure (Fig. 1-1). At the most basic level, proteins consist
of long chains of amino acids, the sequences of which are
determined by the sequences of the DNA that code for the
proteins. A protein’s amino acid sequence is referred to as
its primary structure. Once a long chain of amino acids has
been synthesized on a ribosome, many of the amino acids
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Intent on enjoying his newly found
retirement, Mr. B has made a point of
playing tennis as often as possible dur-
ing the past year. For the past 3 months,
however, he has noted increasing fa-
tigue. Moreover, he is now unable to
fnish a meal, despite his typically voracious ap-
petite. Worried and wondering what these symp-
toms mean, Mr. B schedules an appointment with
his doctor. On physical examination, the physician
notes that Mr. B has an enlarged spleen, extending
approximately 10 cm below the left costal margin;
the physical exam 1s otherwise within normal lim-
its. Blood tests show an increased total white blood
cell count (70,000 cells/mm?) with an absolute in-
crease in neutrophils, band forms, metamyelocytes,
and myelocytes, but no blast cells (undifferentiated
precursor cells). Cytogenetic analysis of metaphase
cells demonstrates that 90% of Mr. B’s myeloid cells
possess the Philadelphia chromosome (indicating a
translocation between chromosomes 9 and 22), con-
frming the diagnosis of chronic myeloid leukemia.
The physician initiates therapy with imatinib, a highly
selective inhibitor of the BCR-ADbI tyrosine kinase
fusion protein that is encoded by the Philadelphia
chromosome. Over the next month, the cells

>

begin to interact with nearby amino acids in the polypeptide
chain. These interactions, which are typically mediated by
hydrogen bonding, give rise to the secondary structure of a
protein by forming well-def ned conformations such as the
o helix, B pleated sheet, and 3 barrel. As a result of their
highly organized shape, these structures often pack tightly
with one another, further def ning the overall shape of the
protein. Tertiary structure results from the interaction of
amino acids more distant from one another along a single
amino acid chain. These interactions include hydrogen bond
and 1onic bond formation as well as the covalent linkage
of sulfur atoms to form intramolecular disulf de bridges.
Finally, polypeptides may oligomerize to form more com-
plex structures. The conformation that results from the
interaction of separate polypeptides is referred to as the qua-
ternary structure.

Different portions of a protein’s structure generally have
different aff nities for water, and this feature has an additional
effect on the protein’s shape. Because both the extracellular
and intracellular environments are composed primarily of
water, hydrophobic protein segments are often drawn to the
inside of the protein or shielded from water by insertion into
lipid bilayer membranes. Conversely, hydrophilic protein
segments are often located on a protein’s exterior surface.
After all of this twisting and turning is completed, each pro-
tein has a unique shape that determines its function, location
in the body, relationship to cellular membranes, and binding
interactions with drugs and other macromolecules.

The site on the receptor at which the drug binds is
called its binding site. Each binding site has unique chemi-
cal characteristics that are determined by the specifc
properties of the amino acids that make up the site. The
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containing the Philadelphia chromosome disappear
completely from Mr. B’s blood, and he begins to feel
well enough to compete in a seniors tennis tourna-
ment. Mr. B continues to take imatinib every day,
and he has a completely normal blood countand no
fatigue. He is not sure what the future will bring, but
he is glad to have been given the chance to enjoy a
healthy retirement.

r . »
Questions

1 . How does imatinib interrupt the activity of the BCR-Abl
tyrosine kinase fusion protein?

2 . Unlike imatinib, most of the older therapies for chronic
myeloid leukemia (such as interferon-a) had signif cant
“flu-like” adverse effects. Why did these therapies
cause signifcant adverse effects in most patients,
whereas (as in this case) imatinib causes adverse
effects in very few patients?

3 . Why is imatinib a selective therapy for chronic myeloid
leukemia? Is this selectivity related to the lack of ad-
verse effects associated with imatinib therapy?

4 . How does the BCR-Abl protein affect intracellular
signaling pathways?

three-dimensional structure, shape, and reactivity of the
site, and the inherent structure, shape, and reactivity of the
drug, determine the orientation of the drug with respect to
the receptor and govern how tightly these molecules bind to
one another. Drug—receptor binding is the result of multiple
chemical interactions between the two molecules, some
of which are fairly weak (such as van der Waals forces)
and some of which are extremely strong (such as covalent
bonding). The sum total of these interactions provides the
specif city of the overall drug—receptor interaction. The fa-
vorability of a drug—receptor interaction is referred to as the
affnity of the drug for its binding site on the receptor. This
concept 1s discussed in more detail in Chapter 2. The chem-
istry of the local environment in which these interactions
occur—such as the hydrophobicity, hydrophilicity, and pK,
of amino acids near the binding site—may also affect the
aff nity of the drug—receptor interaction. The primary forces
that contribute to drug—receptor aff nity are described below
and in Table 1-1.

van der Waals forces, resulting from the polarity induced
in a molecule by the shifting of its electron density in re-
sponse to the close proximity of another molecule, provide
a weak attractive force for drugs and their receptors. This
induced polarity is a ubiquitous component of all molecular
interactions. Hydrogen bonds have substantial strength and
are often important for drug—receptor association. This type
of bond is mediated by the interaction between positively
polarized hydrogen atoms (which are covalently attached
to more electronegative atoms such as nitrogen or oxygen)
and negatively polarized atoms (such as oxygen, nitrogen,
or sulfur that are covalently attached to less electronega-
tive atoms such as carbon or hydrogen). Ionic interactions,
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Primary

Secondary

Beta pleated
sheet

Tertiary

Quaternary

FIGURE 1-1. Levels of protein structure. Protein structure can be divided
into four levels of complexity, referred to as primary, secondary, tertiary,
and quaternary structure. Primary structure is determined by the sequence
of amino acids that make up the polypeptide chain. Secondary structure is
determined by the interaction of positively polarized hydrogen atoms with
negatively polarized atoms (such as oxygen) on the same polypeptide chain.
These interactions result in a number of characteristic secondary patterns
of protein conformation, including the « helix and 8 pleated sheet. Tertiary
structure is determined by the interactions of amino acids that are relatively
far apart on the protein backbone. These interactions, which include ionic
bonds and covalent disulfde linkages (among others), give proteins their
characteristic three-dimensional structure. Quaternary structure is deter-
mined by the binding interactions among two or more independent protein
subunits.

which occur between atoms with opposite charges, are
stronger than hydrogen bonds but less strong than covalent
bonds. Covalent bonding results from the sharing of a pair of
electrons between two atoms on different molecules. Cova-
lent interactions are so strong that, in most cases, they are
essentially irreversible. Table 1-1 indicates the mechanism

of interaction and relative strength of each of these types of
bonds. As noted above, the environment in which drugs and
receptors interact also affects the favorability of binding.
The hydrophobic effect refers to the mechanism by which the
unique properties of the ubiquitous solvent water cause the
interaction of a hydrophobic molecule with a hydrophobic
binding site to be enhanced.

Rarely is drug—receptor binding caused by a single type
of interaction; rather, it is a combination of these binding
interactions that provides drugs and receptors with the
forces necessary to form a stable drug—receptor complex.
In general, multiple weak forces comprise the majority of
drug-receptor interactions. For example, imatinib forms
many van der Waals interactions and hydrogen bonds with
the ATP-binding site of the BCR-AbI tyrosine kinase. The
sum total of these relatively weak forces creates a strong
(high aff nity) interaction between this drug and its recep-
tor (Fig. 1-2). Ionic and hydrophobic interactions exert
force at a greater distance than van der Waals interactions
and hydrogen bonds; for this reason, the former interac-
tions are often critical to initiate the association of a drug
and receptor.

Although relatively rare, covalent interactions between
a drug and its receptor are a special case. The formation
of a covalent bond is often essentially irreversible, and 1n
such cases, the drug and receptor form an inactive complex.
To regain activity, the cell must synthesize a new receptor
molecule to replace the inactivated protein; and the drug
molecule, which 1s also part of the inactive complex, is
generally not available to inhibit other receptor molecules.
Drugs that modify their target receptors (often enzymes)
through this mechanism are sometimes called suicide sub-
strates. Aspirin 1s an example of such a drug; it irrevers-
ibly acetylates cyclooxygenases to reduce the production
of prostaglandins (anti-inflammatory effect) and thrombox-
anes (antiplatelet effect) (see Chapter 43, Pharmacology of
Eicosanoids).

The molecular structure of a drug dictates the physical
and chemical properties that contribute to its specif ¢ bind-
ing to the receptor. Important factors include hydrophobicity,
ionization state (pK,), conformation, and stereochemistry of
the drug molecule. All of these factors combine to determine
the complementarity of the drug to the binding site. Recep-
tor binding pockets are highly specif ¢, and small changes
in the drug can have a large effect on the aff nity of the
drug—receptor interaction. For example, the stereochemistry
of the drug has a great impact on the strength of the bind-
ing interaction. Warfarin is synthesized and administered as
a racemic mixture (a mixture containing 50% of the right-
handed molecule and 50% of the left-handed molecule);
however, the S enantiomer is four times more potent than
the R because of a stronger interaction of the S form with its
binding site on vitamin K epoxide reductase. Stereochem-
istry can also affect toxicity in cases where one enantiomer
of a drug causes the desired therapeutic effect and the other
enantiomer causes an undesired toxic effect, perhaps due to
an interaction with a second receptor or to metabolism to a
toxic species. Although it 1s sometimes diff cult for pharma-
ceutical companies to synthesize and purify individual en-
antiomers on a large scale, a number of currently marketed
drugs are produced as individual enantiomers in cases where
one enantiomer has higher eff cacy and/or lower toxicity
than its mirror image.
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TABIE 1-1 Relative Strength of Bonds between Receptors and Drugs
BOND TYPE MECHANISM BOND STRENGTH
van der Waals Shifting electron density in areas of a molecule, or in a molecule as a whole, results in the generation of +

transient positive or negative charges. These areas interact with transient areas of opposite charge

on another molecule.
Hydrogen Hydrogen atoms bound to nitrogen or oxygen become more positively polarized, allowing them to bond + +

to more negatively polarized atoms such as oxygen, nitrogen, or sulfur.
Tonic Atoms with an excess of electrons (imparting an overall negative charge on the atom) are attracted to +++

atoms with a defciency of electrons (imparting an overall positive charge on the atom).
Covalent Two bonding atoms share electrons. ++++

Impact of Drug Binding on the Receptor

How does drug binding produce a biochemical and/or physi-
ologic change in the organism? In the case of receptors with
enzymatic activity, the binding site of the drug i1s often the
active site at which an enzymatic transformation is cata-
lyzed, and the catalytic activity of the enzyme 1s inhibited
by drugs that prevent substrate binding to the site or that
covalently modify the site. In cases where the binding site 1s
not the active site of the enzyme, drugs can cause a change
by preventing the binding of endogenous ligands to their
receptor binding pockets. In many drug-receptor interac-
tions, however, the binding of a drug to its receptor results
in a change in the conformation of the receptor. Altering the
shape of the receptor can affect its function, including en-
hancing the aff nity of the drug for the receptor. Such an
interaction 1s often referred to as induced f't, because the re-
ceptor’s conformation changes so as to improve the quality
of the binding interaction.
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The principle of induced f't suggests that drug—receptor
binding can have profound effects on the conformation of
the receptor. By inducing conformational changes in the re-
ceptor, many drugs not only improve the quality of the bind-
ing interaction but also alter the action of the receptor. The
change in shape induced by the drug is sometimes identi-
cal to that caused by the binding of an endogenous ligand.
For example, exogenously administered insulin analogues
all stimulate the insulin receptor to the same extent, despite
their slightly different amino acid sequences. In other cases,
drug binding alters the shape of the receptor so as to make 1t
more or less functional than normal. For example, imatinib
binding to the BCR-ADbl tyrosine kinase causes the protein to
assume an enzymatically inactive conformation, thus inhib-
iting the kinase activity of the receptor.

Another way to describe the induced ft principle is to
consider that many receptors exist in multiple conforma-
tional states—such as 1nactive (or closed), active (or open),
and desensitized (or inactivated)—and that the binding of a
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FIGURE 1-2. Structural basis of specifc enzyme inhibition: imatinib interaction with the BCR-Abl kinase. A. The kinase portion of the BCR-Abl tyrosine
kinase is shown in a ribbon format (gray). An analogue of imatinib, a specif ¢ inhibitor of the BCR-Abl tyrosine kinase, is shown as a space-flling model (blue).
B. Detailed diagram of the intermolecular interactions between the drug (shaded in purple) and amino acid residues in the BCR-Abl protein. Hydrogen bonds
are indicated by dashed lines, while van der Waals interactions (indicated by halos around the amino acid name and its position in the protein sequence)
are shown for nine amino acids with hydrophobic side chains. C. The interaction of the drug (blue) with the BCR-Abl protein (gray) inhibits phosphorylation
of a critical activation loop (green-highlighted ribbon format), thus preventing catalytic activity.
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drug to the receptor stabilizes one or more of these confor-
mations. Quantitative models that incorporate these concepts
of drug—receptor interactions are discussed in Chapter 2.

Membrane Efects on Drug—Receptor
Interactions

The structure of the receptor also determines where the pro-
tein 1s located in relationship to cellular boundaries such as
the plasma membrane. Proteins that have large hydrophobic
domains are able to reside in the plasma membrane because
of the membrane’s high lipid content. Many receptors that
span the plasma membrane have lipophilic domains that are
located in the membrane and hydrophilic domains that re-
side 1n the intracellular and extracellular spaces. Other drug
receptors, including a number of transcription regulators
(also called transcription factors), have only hydrophilic do-
mains and reside in the cytoplasm, nucleus, or both.

Just as the structure of the receptor determines its loca-
tion in relationship to the plasma membrane, the structure of
a drug affects its ability to gain access to the receptor. For
example, many drugs that are highly water-soluble are un-
able to pass through the plasma membrane and bind to target
molecules in the cytoplasm. Certain hydrophilic drugs are
able to pass through transmembrane channels (or use other
transport mechanisms) and gain ready access to cytoplasmic
receptors. Drugs that are highly lipophilic, such as many
steroid hormones, are often able to pass through the hydro-
phobic lipid environment of the plasma membrane without
special channels or transporters and thereby gain access to
intracellular targets.

Drug-induced alterations in receptor shape can allow
drugs bound to cell surface receptors to affect functions
inside cells. Many cell surface receptors have extracellular
domains that are linked to intracellular effector molecules by
receptor domains that span the plasma membrane and extend
into the cytoplasm. In some cases, changing the shape of
the extracellular domain can alter the conformation of the
membrane-spanning and/or intracellular domains of the
receptor, resulting in a change in receptor function. In other
cases, drugs can cross-link the extracellular domains of two
receptor molecules, forming a dimeric receptor complex that
activates effector molecules inside the cell.

All of these factors—drug and receptor structure, the
chemical forces influencing drug—receptor interaction, drug
solubility n water and in the plasma membrane, and the
function of the receptor in its cellular environment—confer
substantial specifcity on the interactions between drugs
and their target receptors. This book discusses numerous
examples of drugs that can gain access and bind to receptors,
induce conformational changes in the receptors, and thereby
produce biochemical and physiologic effects. Specif city of
drug-receptor binding suggests that, armed with the knowl-
edge of the structure of a receptor, one could theoretically
design a drug that interrupts or enhances receptor activity.
This process, known as rational drug design, could poten-
tially increase the eff cacy and reduce the toxicity of drugs
by optimizing their structure so that they bind more selec-
tively to their targets. Rational drug design was frst used to
develop highly selective agents such as the antiviral prote-
ase inhibitor ritonavir and the antineoplastic tyrosine kinase
inhibitor imatinib. Indeed, further rounds of rational drug
design have led to the development of second-generation

protease inhibitors and antineoplastics with high aff nity for
the mutated drug targets that can evolve in patients who de-
velop resistance to frst-generation drugs. The rational drug
design approach is discussed in greater detail in Chapter 51,
Drug Discovery and Preclinical Development.

| MOLECULAR AND CELLULAR
DETERMINANTS OF DRUG SELECTIVITY

The 1deal drug would interact only with a molecular target
that causes the desired therapeutic effect but not with molec-
ular targets that cause unwanted adverse effects. Although
no such drug has yet been discovered (i.e., all drugs cur-
rently in clinical use have the potential to cause adverse
effects as well as therapeutic effects; see Chapter 6, Drug
Toxicity), pharmacologists can take advantage of several de-
terminants of drug selectivity in an attempt to reach this goal.
Selectivity of drug action can be conferred by at least two
classes of mechanisms, including (1) the cell-type specif c-
ity of receptor subtypes and (2) the cell-type specif city of
receptor—effector coupling.

Although many potential receptors for drugs are widely
distributed among diverse cell types, some receptors are
more limited in their distribution. Systemic administration of
drugs that interact with such localized receptors can result in
a highly selective therapeutic effect. For example, drugs that
target ubiquitous processes such as DNA synthesis are likely
to cause signif cant toxic side effects; this is the case with
many currently available chemotherapeutics for the treat-
ment of cancer. Other drugs that target cell-type restricted
processes such as acid generation in the stomach may have
fewer adverse effects. Imatinib, for example, 1s an extremely
selective drug because the BCR-ADbI protein 1s not expressed
in normal (noncancerous) cells. In general, the more re-
stricted the cell-type distribution of the receptor targeted by
a particular drug, the more selective the drug is likely to be.

Similarly, even though many different cell types may ex-
press the same molecular target for a drug, the effect of that
drug may differ in the various cell types because of differ-
ential receptor—effector coupling mechanisms or differential
requirements for the drug target in the various cell types.
For example, although voltage-gated calcium channels are
ubiquitously expressed in the heart, cardiac pacemaker cells
are relatively more sensitive to the effects of calcium chan-
nel blocking agents than are cardiac ventricular muscle cells.
This differential effect is attributable to the fact that action po-
tential propagation depends mainly on the action of calcium
channels in cardiac pacemaker cells, whereas sodium chan-
nels are more important than calcium channels in the action
potentials of ventricular muscle cells. In general, the more
the receptor—effector coupling mechanisms differ among the
various cell types that express a particular molecular target
for a drug, the more selective the drug is likely to be.

§ MAJOR TYPES OF DRUG RECEPTORS

Given the great diversity of drug molecules, it might seem
likely that the interactions between drugs and their molecular
targets would be equally diverse. This is only partly true. In fact,
most of the currently understood drug—receptor interactions
can be classif ed into six major groups. These groups com-
prise the interactions between drugs and (1) transmembrane
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FIGURE 1-3. Major types ofinteractions between drugs and receptors. Most drug—receptor interactions can be divided into six groups, four of which are
shown here. A. Drugs can bind to ion channels spanning the plasma membrane, causing an alteration in the channel’s conductance. B. Heptahelical recep-
tors spanning the plasma membrane are functionally coupled to intracellular G proteins. Drugs can influence the actions of these receptors by binding to
the extracellular surface or transmembrane region of the receptor. C. Drugs can bind to the extracellular domain of a transmembrane receptor and cause a
change in signaling within the cell by activating or inhibiting an enzymatic intracellular domain (rectangular box) of the same receptor molecule. D. Drugs can
diffuse through the plasma membrane and bind to cytoplasmic or nuclear receptors. This is often the pathway used by lipophilic drugs (e.g., drugs that bind
to steroid hormone receptors). Additionally, drugs can bind to enzymes and other targets in the extracellular space and to cell surface adhesion receptors

without the need to cross the plasma membrane (not shown).

ion channels; (2) transmembrane receptors coupled to intra-
cellular G proteins; (3) transmembrane receptors with linked
enzymatic domains; (4) intracellular receptors, including en-
zymes, signal transduction molecules, transcription factors,
structural proteins, and nucleic acids; (5) extracellular targets;
and (6) cell surface adhesion receptors (Fig. 1-3). Table 1-2
provides a summary of each major interaction type.

Knowing whether and to what extent a drug activates or
inhibits its target provides valuable information about the in-
teraction. Although pharmacodynamics (the effects of drugs
on the human body) is covered in detail in the next chapter, it
1s useful to state brief'y the major pharmacodynamic relation-
ships between drugs and their targets before examining the mo-
lecular mechanisms of drug—receptor interactions. Agonists are
molecules that, upon binding to their targets, cause a change
in the activity of those targets. Full agonists bind to and acti-
vate their targets to the maximal extent possible. For example,
acetylcholine binds to the nicotinic acetylcholine receptor and
induces a conformational change in the receptor-associated ion

channel from a nonconducting to a fully conducting state. Par-
tial agonists produce a submaximal response upon binding to
their targets. Inverse agonists cause constitutively active targets
to become 1nactive. Antagonists inhibit the ability of their tar-
gets to be activated (or inactivated) by physiologic or pharma-
cologic agonists. Drugs that directly block the binding site of
a physiologic agonist are called competitive antagonists; drugs
that bind to other sites on the target molecule, and thereby pre-
vent the conformational change required for receptor activation
(or mactivation), may be either noncompetitive or uncompetitive
antagonists (see Chapter 2). As the mechanism of each drug—
receptor interaction is outlined in the next several sections, it
will be useful to consider at a structural level how these differ-
ent pharmacodynamic effects could be produced.

Transmembrane Ion Channels

Many cellular functions require the passage of ions and
other hydrophilic molecules across the plasma membrane.

TABILE 1-2 Six Major Types of Drug—Receptor Interactions

RECEPTOR TYPE

SITE OF DRUG-RECEPTOR INTERACTION

SITE OF RESULTANT ACTION

Transmembrane ion Extracellular, intrachannel, or intracellular Cytoplasm Amlodipine, diazepam,
channel lidocaine, omeprazole
Transmembrane linked to Extracellular or intramembrane Cytoplasm Albuterol, loratadine,
intracellular Gprotein losartan, metoprolol
Transmembrane with Extracellular or intracellular Cytoplasm Erlotinib, insulin, nesiritide,
linked enzymatic sunitinib
domain
Intracellular Cytoplasm or nucleus Cytoplasm or nucleus Atorvastatin, doxycycline,
levothyroxine, paclitaxel
Extracellular target Extracellular Extracellular Dabigatran, donepezil,
etanercept, lismopril
Adhesion Extracellular Extracellular Eptifbatide, natalizumab
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Specialized transmembrane channels regulate these pro-
cesses. The functions of ion channels are diverse, including
fundamental roles in neurotransmission, cardiac conduction,
muscle contraction, and secretion. Because of this, drugs tar-
geting ion channels can have a substantial impact on major
body functions.

Three major mechanisms are used to regulate the activ-
ity of transmembrane 1on channels. In some channels, the
conductance 1s controlled by ligand binding to the channel.
In other channels, the conductance 1s regulated by changes in
voltage across the plasma membrane. In still other channels,
the conductance is controlled by ligand binding to plasma
membrane receptors that are linked to the channel in some
way. The frst group of channels is referred to as ligand-
gated, the second as voltage-gated, and the third as second
messenger-regulated. Table 1-3 summarizes the mechanism
of activation and function of each channel type.

Channels are generally highly selective for the ions they
conduct. For example, action potential propagation in neu-
rons of the central and peripheral nervous systems occurs as
a result of the synchronous stimulation of voltage-gated ion
channels that permit the selective passage of Na™ ions into
the cell. When the membrane potential in such a neuron be-
comes suff ciently positive, the voltage-gated Na™ channels
open, allowing a large influx of extracellular sodium 1ons
that further depolarizes the cell. The role of ion-selective
channels in action potential generation and propagation is
discussed in Chapter 8, Principles of Cellular Excitability
and Electrochemical Transmission.

Most 1on channels share some structural similarity, re-
gardless of their 1on selectivity, the magnitude of their
conductance, or their mechanism of activation (gating) or
inactivation. Ion channels are pore-forming macromolecules
consisting of one or more protein subunits that pass through
the plasma membrane. The ligand-binding domain can be ex-
tracellular, within the channel, or intracellular, whereas the
domain that interacts with other receptors or modulators is
most often intracellular. The structures of several ion chan-
nels have been determined to atomic resolution; the nico-
tinic acetylcholine (ACh) receptor provides an example of
the structure of an important ligand-gated 1on channel. This
receptor consists of f ve subunits, each of which crosses the

TABILE 1-3 Three Major Types of Transmembrane Ion

Channels
MECHANISM OF
ACTIVATION
Ligand-gated Binding of ligand to Altered ion
channel conductance
Voltage-gated Change in Altered ion
transmembrane conductance
voltage gradient
Second messenger-  Binding of ligand to Second
regulated transmembrane messenger
receptor with regulates ion
Gprotein-coupled conductance
cytosolic domain, of channel

leading to second
messenger generation

plasma membrane (Fig. 1-4). Two of the subunits have been
designated a; each contains a single extracellular binding
site for ACh. In the free (nonliganded) state of the recep-
tor, the channel 1s occluded by amino acid side chains and
does not allow the passage of 1ons. Binding of two molecules
of acetylcholine to the receptor induces a conformational
change that opens the channel and allows 10on conductance.
Although the nicotinic ACh receptor appears to assume
only two states, open or closed, many ion channels assume
other states as well. For example, some ion channels are able
to become refractory or inactivated. In this state, the chan-
nel’s permeability cannot be altered for a certain period of
time, known as the channel’s refractory period. The volt-
age-gated sodium channel undergoes a cycle of activation,
channel opening, channel closing, and channel inactiva-
tion. During the inactivation (refractory) period, the channel

Ligand binding sites
"™

~

0]
ll Receptor gate closed

Acetylcholine

Receptor gate open

FIGURE 1-4. Ligand-gated nicotinic acetylcholine receptor. A. The plasma
membrane acetylcholine (ACh) receptor is composed of fve subunits—two
o subunits, a 3 subunit, a y subunit, and a 6 subunit. B. The «y subunit has
been removed to show an internal schematic view of the receptor, demon-
strating that it forms a transmembrane channel. In the absence of ACh, the
receptor gate is closed, and cations (most importantly, sodium ions [Na™])
are unable to traverse the channel. C. When ACh is bound to both o subunits,
the channel opens, and sodium can pass down its concentration gradient
into the cell.



cannot be reactivated for a number of milliseconds, even 1f
the membrane potential returns to a voltage that normally
stimulates the channel to open. Some drugs bind with differ-
ent aff nities to different states of the same ion channel. This
state-dependent binding 1s important in the mechanism of
action of some local anesthetic and antiarrhythmic drugs, as
discussed in Chapters 12 (Local Anesthetic Pharmacology)
and 24 (Pharmacology of Cardiac Rhythm), respectively.

Two important classes of drugs that act by altering the
conductance of 1on channels are the local anesthetics and the
benzodiazepines. Local anesthetics block the conductance
of sodium 1ons through voltage-gated sodium channels in
neurons that transmit pain information from the periphery to
the central nervous system, thereby preventing action poten-
tial propagation and, hence, pain perception (nociception).
Benzodiazepines also act on the nervous system, but by a
different mechanism. These drugs inhibit neurotransmission
in the central nervous system by potentiating the ability of
the neurotransmitter gamma-aminobutyric acid (GABA) to
increase the conductance of chloride ions across neuronal
membranes, thereby driving the membrane potential further
away from its threshold for activation.

Transmembrane G Protein-Coupled Receptors

G protein-coupled receptors are the most abundant class of
receptors in the human body. These receptors are exposed at
the extracellular surface of the plasma membrane, traverse
the membrane, and possess intracellular regions that acti-
vate a unique class of signaling molecules called G proteins.
(G proteins are so named because they bind the guanine nu-
cleotides GTP and GDP.) G protein-coupled signaling mech-
anisms are involved in many important processes, including
vision, olfaction, and neurotransmission.

Receptor
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G protein-coupled receptors have seven transmembrane
regions within a single polypeptide chain. Each transmem-
brane region consists of a single a helix, and the a heli-
ces are arranged in a characteristic structural motif that is
similar 1n all members of this receptor class. The extracel-
lular domain of this class of proteins usually contains the
ligand-binding region, although some G protein-coupled
receptors bind ligands within the transmembrane domain
of the receptor. G proteins have o and By subunits that are
noncovalently linked in the resting state. Stimulation of a
G protein-coupled receptor causes its cytoplasmic domain to
bind and activate a nearby G protein, whereupon the o sub-
unit of the G protein exchanges GDP for GTP. The a-GTP
subunit then dissociates from the 3y subunit, and the o or By
subunit diffuses along the inner leaflet of the plasma mem-
brane to interact with a number of different effectors. These
effectors include adenylyl cyclase, phospholipase C, various
ion channels, and other classes of proteins. Signals medi-
ated by G proteins are usually terminated by the hydrolysis
of GTP to GDP, which 1s catalyzed by the inherent GTPase
activity of the o subunit (Fig. 1-5).

One major role of the G proteins 1s to activate the production
of second messengers; that is, signaling molecules that convey
the mput provided by the frst messenger—usually an endog-
enous ligand or an exogenous drug—to cytoplasmic effectors
(Fig. 1-6). The activation of cyclases such as adenylyl cyclase,
which catalyzes the production of the second messenger cyclic
adenosine-3’,5’-monophosphate (c AMP), and guanylyl cyclase,
which catalyzes the production of cyclic guanosine-3',5'-
monophosphate (cGMP), constitutes the most common path-
way linked to G proteins. In addition, G proteins can activate the
enzyme phospholipase C(PLC), which, among other functions,
plays a key role in regulating the concentration of intracellular

, Effector
Q /'/,
s
1) Agonist unbindirV ‘1) Agonist binding
(2) GTP hydrolysis Y 3 (2) GTP-GDP exchange
(3} Heterotrimeric a,,\iy) : "' "3} G protein activation
G protein reconstituted GDP - \
/ Agonist
Effector activated GTP
\
\ B
e B
1) a-GTP diffusion to effector
. ¢
_Off .2 Effector activation ?’__' B‘y-}.
TP, -bGTP. -
7

Receptor-mediated activation ofa Gprotein and the resultant effector interaction. A. In the resting state, the o and -y subunits of a Gprotein
are associated with one another, and GDP is bound to the a subunit. B. Binding of an extracellular ligand (agonist) to a G protein-coupled receptor causes
the exchange of GTP for GDP on the « subunit. C. The By subunit dissociates from the o subunit, which diffuses to interact with effector proteins. Interac-
tion of the GIP-associated o subunit with an effector activates the effector. In some cases (not shown), the By subunit can also activate effector proteins.
Depending on the receptor subtype and the specifc Ga isoform, Ga can also inhibit the activity of an effector molecule. The o subunit possesses intrinsic
GTPase activity, which leads to hydrolysis of GIP to GDP. This leads to reassociation of the a subunit with the B~y subunit, and the cycle can begin again.
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FIGURE 1-6. Activation of adenylyl cyclase (AC) and phospholipase C
(PLC) by G proteins. G proteins can interact with several different types of
effector molecules. The subtype of Ga protein that is activated often deter-
mines which effector the Gprotein will activate. Tivo of the most common Go
subunits are Gos and Gog, which stimulate adenylyl cyclase and phospholi-
pase C, respectively. A. When stimulated by Go, adenylyl cyclase converts
ATP to cyclic AMP (cAMP). cAMP then activates protein kinase A (PKA),
which phosphorylates a number of specifc intracellular proteins. B. When
stimulated by Gay, phospholipase C (PLC) cleaves the membrane phospho-
lipid phosphatidylinositol-4,5-bisphosphate (PIP,) into diacylglycerol (DAG)
and inositol-1,4,5-trisphosphate (IPs). DAG diffuses in the membrane to acti-
vate protein kinase C(PKC), which then phosphorylates specif ¢ cellular pro-
teins. IP; stimulates release of Ca** from the endoplasmic reticulum into the
cytosol. Calciumrelease also stimulates protein phosphorylation events that
lead to changes in protein activation. Although not shown, the By subunits
of Gproteins can also affect certain cellular signal transduction cascades.

calctum. Upon activation by a G protein, PLC cleaves the mem-
brane phospholipid phosphatidylinositol-4,5-bisphosphate
(PIP,) to the second messengers diacylglycerol (DAG) and
nositol-1,4,5-trisphosphate (IP;). IP5 triggers the release of
Ca’”" from intracellular stores, thereby dramatically increasing
the cytosolic Ca*" concentration and activating downstream
molecular and cellular events. DAG activates protein kinase
C, which then mediates other molecular and cellular events
including smooth muscle contraction and transmembrane ion
transport. All of these events are dynamically regulated, so that
the different steps in the pathways are activated and inactivated
with characteristic kinetics.

A large number of Ga protein isoforms have been 1denti-
fed, each with unique effects on its targets. Based on the
primary sequence of the Ga subunit, these isoforms can

TABLE 1-4 The Major G Protein Families and Examples

of Their Actions
G-stimulatory (G;)  Activates Ca*" channels, activates adenylyl
cyclase
G-inhibitory (G) Activates K" channels, inhibits adenylyl cyclase
G, Inhibits Ca** channels
G, Activates phospholipase C
Giy13 Diverse ion transporter interactions

be grouped into fve major families—G-stimulatory (Gy),
G-1nhibitory (Gj), G,, Gg, and G5/13. Examples of the effects
of these i1soforms are shown in Table 1-4. The differential
functioning of these G proteins, some of which may couple
in different ways to the same receptor in different cell types,
is likely to be important for the potential selectivity of future
drugs. The By subunits of G proteins can also act as sec-
ond messenger molecules, although their actions are not as
completely characterized.

One important class in the G protein-coupled receptor
family 1s the (3-adrenergic receptor group. The most thor-
oughly studied of these receptors have been designated 34,
B,, and 3;. As discussed in more detail in Chapter 11, Ad-
renergic Pharmacology, 3, receptors play a role in control-
ling heart rate; 3, receptors are involved in the relaxation of
smooth muscle; and 35 receptors play a role in the mobiliza-
tion of energy by fat cells. Each of these receptors 1s stimu-
lated by the binding of endogenous catecholamines, such as
epinephrine and norepinephrine, to the extracellular domain
of the receptor. Epinephrine binding induces a conforma-
tional change in the receptor and thereby activates G pro-
teins associated with the cytoplasmic domain of the receptor.
The activated (GTP-bound) form of the G protein activates
adenylyl cyclase, resulting in increased intracellular cAMP
levels and downstream cellular effects. Table 1-5 indicates

TABLE 1-5 Tissue Localization and Action of
B-Adrenergic Receptors

TISSUE

LOCALIZATION

B Sinoatrial (SA) node Increases heart rate
of heart
Cardiac muscle

Adipose tissue

Increases contractility
Increases lipolysis

B, Bronchial smooth Dilates bronchioles
muscle
Gastrointestinal Constricts sphincters and
smooth muscle relaxes gut wall
Uterus Relaxes uterine wall
Bladder Relaxes bladder
Liver Increases gluconeogenesis
and glycolysis
Pancreas Increases insulin release
B3 Adipose tissue Increases lipolysis
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FIGURE 1-7. Major types of transmembrane receptors with linked

enzymatic domains. There are fve major categories of transmembrane re-

ceptors with linked enzymatic domains. A. The largest group is composed

of receptor tyrosine kinases. After ligand-induced activation, these recep-

tors dimerize and transphosphorylate tyrosine residues in the receptor and,

often, on target cytosolic proteins. Examples of receptor tyrosine kinases

include the insulin receptor and many growth factor receptors. B. Some

receptors can act as tyrosine phosphatases. These receptors dephos-

phorylate tyrosine residues either on other transmembrane receptors or on

cytosolic proteins. Many cells of the immune system have receptor tyro-

= Cytoplasmic sine phosphatases. C. Some tyrosine kinase-associated receptors lack a

protein defnitive enzymatic domain, but binding of ligand to the receptor triggers

activation of receptor-associated protein 1 (termed nonreceptor tyrosine

-’ kinases) that then phosphorylate tyrosine residues on certain cytosolic

L proteins. D. Receptor serine/threonine kinases phosphorylate serine and

b threonine residues on certain target cytosolic proteins. Members of the

TGF- superfamily of receptors are in this category. E. Receptor guanylyl

cyclases contain a cytosolic domain that catalyzes the formation of cGMP

from GTP. The receptor for B-type natriuretic peptide is one of the receptor
guanylyl cyclases that has been well characterized.
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Transmembrane Receptors with Linked
Enzymatic Domains

The third major class of cellular drug targets consists of
transmembrane receptors that transduce an extracellular li-
gand-binding interaction into an intracellular action through
the activation of a linked enzymatic domain. The enzymatic
_ Tyrosine kinase =™ domain may be part of the receptor itself or part of a cyto-
\“‘) activity T N solic protein that 1s recruited to the receptor in response to
" Tyred Ty receptor activation. Such receptors play roles in a diverse set
: of physiologic processes, including cell metabolism, growth,
9 and differentiation. Receptors that have a linked enzymatic
e domain can be grouped into f ve major classes based on their
cytoplasmic mechanism of action (Fig. 1-7). All of these
receptors are single-membrane-spanning proteins, in con-
trast to the seven—membrane-spanning motif present in G
protein-coupled receptors. Many receptors with enzymatic
cytosolic domains form dimers or multisubunit complexes
to transduce their signals.
. , -----*1 Many receptors with linked enzymatic domains modify
Serine/threonine = . . .
Kinase activity sl N proteins by adding or removing phosphate groups to or from
_ RTIY R r—— specnf ¢ amino acid res1du§s. Phosphorylatzon is a ub.zq-
9 uitous mechanism of protein signaling. The large negative
charge of phosphate groups can dramatically alter the three-
dimensional structure of a protein and thereby change that
protein’s activity. In addition, phosphorylation 1s easily re-
versible, thus allowing this signaling mechanism to act spe-
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cif cally in time and space.
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activity matic cytosolic domains is the receptor tyrosine kinase fam-
ily. These receptors transduce signals from many hormones
and growth factors by phosphorylating tyrosine residues on
the cytoplasmic tail of the receptor. This leads to recruitment
and subsequent tyrosine phosphorylation of cytosolic signal-
ing molecules. When aberrantly expressed or overexpressed,
growth factor-responsive receptor tyrosine kinases (such as
epidermal growth factor receptor [EGFR], HER2/neu, and
vascular endothelial growth factor receptor [VEGFR]) are
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associated with a wide array of cancers; these receptor tyro-
sine kinases are the targets of several monoclonal antibody
and small-molecule inhibitor drugs (see Chapter 40, Phar-
macology of Cancer: Signal Transduction).

The 1nsulin receptor 1s a well-characterized receptor
tyrosine kinase. This receptor consists of two extracellular
o subunits that are covalently linked to two membrane-
spanning [3 subunits. Binding of insulin to the o subunits
results in a change in conformation of the adjacent 3 subunits,
causing the (3 subunits to move closer to one another on the
intracellular side of the membrane. The proximity of the
two [B subunits promotes a transphosphorylation reaction,
in which one 3 subunit phosphorylates the other (autophos-
phorylation). The phosphorylated tyrosine residues then act
to recruit other cytosolic proteins, known as insulin receptor
substrate (IRS) proteins. Type 2 diabetes mellitus may, in
some cases, be associated with defects in post-insulin recep-
tor signaling; thus, understanding the insulin receptor signal-
ing pathways is relevant for the potential design of rational
therapeutics. The mechanism of insulin receptor signaling 1s
discussed in more detail in Chapter 31, Pharmacology of the
Endocrine Pancreas and Glucose Homeostasis.

Receptor Tyrosine Phosphatases

Just as receptor tyrosine kinases phosphorylate the tyro-
sine residues of cytoplasmic proteins, receptor tyrosine
phosphatases remove phosphate groups from specif ¢ tyro-
sine residues. In some cases, this may be an example of re-
ceptor convergence (discussed later), where the differential
effects of two receptor types can negate one another. How-
ever, receptor tyrosine phosphatases possess novel signaling
mechanisms as well. Many receptor tyrosine phosphatases
are found mn immune cells, where they regulate cell activa-
tion. These receptors are discussed further in Chapter 46,
Pharmacology of Immunosuppression.

Tyrosine Kinase-Associated Receptors

Tyrosine kinase-associated receptors constitute a diverse
family of proteins that, although lacking inherent cata-
lytic activity, recruit active cytosolic signaling proteins in a
ligand-dependent manner. These cytosolic proteins are also
called (somewhat confusingly) nonreceptor tyrosine kinases.
Ligand activation of cell surface tyrosine kinase-associated
receptors causes the receptors to cluster together. This clus-
tering event recruits cytoplasmic proteins that are then acti-
vated to phosphorylate other proteins on tyrosine residues.
Thus, the downstream effect 1s much like that of receptor
tyrosine kinases, except that tyrosine kinase-associated re-
ceptors rely on a nonreceptor kinase to phosphorylate target
proteins. Important examples of tyrosine kinase-associated
receptors include cytokine receptors and a number of other
receptors in the immune system. These receptors are dis-
cussed in detail in Chapter 46.

Receptor Serine/Threonine Kinases

Some transmembrane receptors are capable of catalyzing the
phosphorylation of serine or threonine residues on cytoplas-
mic protein substrates. Ligands for such receptors are typi-
cally members of the transforming growth factor 3 (TGF-[3)
superfamily. Many receptor serine/threonine kinases are
important mediators of cell growth and differentiation that
have been implicated in cancer progression and metastasis.
While there are many approved drugs that target cyfosolic

serine/threonine kinases (see Intracellular Receptors below),
drugs selective for receptor serine/threonine kinases are
mainly in development.

Receptor Guanylyl Cyclases

As 1llustrated in Figure 1-6, the stimulation of G protein-
coupled receptors may cause activation and release of
Ga subunits, which, in turn, alter the activity of adenylyl and
guanylyl cyclases. In contrast, receptor guanylyl cyclases
have no intermediate G protein. Instead, ligand binding
stimulates intrinsic receptor guanylyl cyclase activity, in
which GTP is converted to cGMP. This 1s the smallest fam-
ily of transmembrane receptors. B-type natriuretic peptide,
a hormone secreted by the ventricles in response to volume
overload, acts via a receptor guanylyl cyclase. Nesiritide,
a recombinant version of the native peptide ligand, is ap-
proved for the treatment of decompensated heart failure (al-
though 1t does not reliably improve outcomes), as discussed
in Chapter 21, Pharmacology of Volume Regulation.

Intracellular Receptors

The plasma membrane provides a unique barrier for drugs
that have intracellular receptors. Many such drugs are small
or lipophilic and are thus able to cross the membrane by
diffusion. Others require specialized protein transporters for
facilitated diffusion or active transport into the cell.

Intracellular Enzymes and Signal Transduction

Molecules

Enzymes are common intracellular drug targets. Many drugs
that target intracellular enzymes exert their effect by altering
the enzyme’s production of critical signaling or metabolic
molecules. Vitamin K epoxide reductase, a cytosolic enzyme
involved in the post-translational modif cation of glutamate res-
1dues 1n certain coagulation factors, is the target of the antico-
agulant drug warfarin. HMG-CoA reductase, the rate-limiting
enzyme in cholesterol synthesis, is the target of atorvastatin and
the other lipid-lowering statins. Many inhibitors of cytosolic
signal transduction molecules are approved or in development.
For example, inhibitors of the serine/threonine kinase mTOR
(such as everolimus) are used to prevent rejection of trans-
planted organs, to treat certain cancers, and to prevent resteno-
sis in drug-eluting coronary stents.

Many other intracellular kinases play important roles in
cellular growth and differentiation, and it is not surprising
that “gain-of-function” mutations in these proteins can lead
to uncontrolled cell growth and cancer. Recall from the in-
troductory case that chronic myeloid leukemia is associated
with the Philadelphia chromosome, which results from a
reciprocal translocation between the long arms of chromo-
somes 9 and 22. The mutant chromosome codes for a con-
stitutively active tyrosine kinase referred to as the BCR-Abl
protein. (BCR and Abl are short for “break-point cluster
region” and “Abelson,” respectively, the two chromosomal
regions that undergo translocation with high frequency in
this form of leukemia.) The constitutive activity of this kinase
results in phosphorylation of a number of cytosolic proteins,
leading to dysregulated myeloid cell growth and chronic
myeloid leukemia. Imatinib 1s a selective therapy for chronic
myeloid leukemia because it selectively targets the BCR-Abl
protein; the drug inhibits BCR-Abl activity by neutralizing
its ability to phosphorylate substrates. Imatinib was the frst
example of a drug targeted selectively to tyrosine kinases,



and 1its success has led to the development of a number of
drugs that act by similar mechanisms. Such drugs include
second-generation drugs such as dasatinib and nilotinib
that are used to treat CML patients with imatinib-resistant
BCR-AbI 1soforms, as well as the inhibitors of growth
factor-responsive receptor tyrosine kinases discussed above.
Indeed, the kinase targets of antineoplastic drugs are diverse.
For instance, sorafenib targets both receptor tyrosine kinases
and intracellular serine/threonine kinases, and vemurafenib
1s a recently approved late-stage melanoma treatment that
targets a specif ¢ mutant of the serine/threonine kinase
B-RAF. As a f nal example, idelalisib 1s a recently approved
phosphatidylinositol-4,5-bisphosphate 3-kinase (PI3K) in-
hibitor used to treat certain leukemias and lymphomas (see
Chapter 40).

Transcription Factors

The transcription regulatory factors are important intracel-
lular receptors that are targeted by lipophilic drugs. All pro-
teins in the body are encoded by DNA. The transcription
of DNA into RNA and the translation of RNA into protein
are controlled by a diverse set of molecules. Transcription of
many genes 1s regulated, in part, by the interaction between
lipid-soluble signaling molecules and transcription regu-
latory factors. Because of the fundamental role played by
control of transcription in many biological processes, tran-
scription regulators (also called transcription factors) are the
targets of some important drugs. Steroid hormones are a class
of lipophilic drugs that diffuse readily through the plasma
membrane and act by binding to transcription factors in the
cytoplasm or nucleus (Fig. 1-8).

Just as the shape of a transcription factor governs the
drugs to which it binds, the shape also determines where on
the genome the transcription factor attaches and which co-
activator or corepressor molecules bind to it. By activating or
inhibiting transcription, thereby altering the intracellular or
extracellular concentrations of specif ¢ gene products, drugs
that target transcription factors can have profound effects
on cellular function. The cellular responses to such drugs,
and the effects that result from these cellular responses in
tissues and organ systems, provide links between the mo-
lecular drug—receptor interaction and the effects of the drug
on the organism as a whole. Because gene transcription is a
relatively slow and long-lasting process (minutes to hours),
drugs that target transcription factors often require a longer
period of time for the onset of action to take place, and have
longer lasting effects, than do drugs that alter more transient
processes such as ion conductance (seconds to minutes).

Structural Proteins

Structural proteins are another important class of intracellu-
lar drug targets. For example, the antimitotic vinca alkaloids
bind to tubulin monomers and prevent the polymerization of
this molecule into microtubules. Inhibition of microtubule
formation arrests the affected cells in metaphase, making the
vinca alkaloids useful antineoplastic drugs.

Nucleic Acids

Nucleic acids are a fourth subset of intracellular drug tar-
gets. Some small-molecule drugs bind directly to RNA or
ribosomes; these include important antibiotics (such as
doxycycline and azithromycin) that block translation in target
microorganisms. DNA- and RNA-binding chemotherapeutic
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Lipophilic molecule binding to an intracellular transcription
factor. A. Small lipophilic molecules can diffuse through the plasma mem-
brane and bind to intracellular transcription factors. In this example, steroid
hormone binding to a cytosolic hormone receptor is shown, although some
receptors of this class may be located in the nucleus before ligand binding.
B. Ligand binding triggers a conformational change in the receptor (and
often, as shown here, dissociation of a chaperone repressor protein) that
leads to transport of the ligand—receptor complex into the nucleus. In the
nucleus, the ligand-receptor complex typically dimerizes. In the example
shown, the active form ofthe receptor is a homodimer (two identical recep-
tors binding to one another), but heterodimers (such as the thyroid hormone
receptor and the retinoid Xreceptor) may also form. C. The dimerized ligand—
receptor complex binds to DNA and may then recruit coactivators or core-
pressors (not shown). These complexes alter the rate of gene transcription,
leading to a change (either up or down) in cellular protein expression.

agents (such as doxorubicin) are mainstays of treatment for
many cancers. Drugs composed of nucleic acids can also tar-
get nucleic acids. Antisense therapeutics (such as the recently
approved drug mipomersen) bind target mRNA to block tran-
scription of specif ¢ proteins. With continued development
of such antisense approaches and of related RNA interfer-
ence (RNA1) therapeutics, such targeting could someday en-
able physicians to routinely modify the expression levels of
specif ¢ gene transcripts. To date, technical challenges in de-
livering such therapeutics to their targets have limited their
utility to specialized applications.

Extracellular Targets

Many important drug receptors are enzymes with active sites
located outside the plasma membrane. The extracellular
environment consists of a milieu of proteins and signaling
molecules. Many of these proteins serve a structural role,
and others are used to communicate information between
cells. Enzymes that modify the molecules mediating these
important signals can influence physiologic processes such
as vasoconstriction and neurotransmission. One example of
this class of receptors is the angiotensin converting enzyme
(ACE), which converts angiotensin I to the potent vasocon-
strictor angiotensin II. ACE inhibitors are drugs that inhibit
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this enzymatic conversion and thereby lower blood pressure
(among other effects; see Chapter 21). Another example is
acetylcholinesterase, which degrades acetylcholine after
this neurotransmitter is released from cholinergic neurons.
Acetylcholinesterase inhibitors enhance neurotransmis-
sion at cholinergic synapses by preventing neurotransmit-
ter degradation at these sites (see Chapter 10, Cholinergic
Pharmacology).

Some extracellular targets are not enzymes. For example,
several proteins, including monoclonal antibodies, are used
to target soluble cytokines and block them from interacting
with their endogenous receptors. One set of such drugs is the
anti-TNF-a agents, including etanercept, infliximab, adalim-
umab, and others, which are commonly used to treat autoim-
mune diseases such as rheumatoid arthritis (see Chapter 46).

Cell Surface Adhesion Receptors

Cells often interact directly with other cells to perform spe-
cif ¢ functions or to communicate information. The forma-
tion of tissues and the migration of immune cells to a site
of inflammation are examples of physiologic processes that
require cell—cell adhesive interactions. A region of contact
between two cells 1s termed an adhesion, and cell—cell adhe-
sive interactions are mediated by pairs of adhesion receptors
on the surfaces of the individual cells. In many cases, several
such receptor—counter-receptor pairs combine to secure a
frm adhesion, and intracellular regulators control the activ-
ity of the adhesion receptors by changing their aff nity or
by controlling their expression and localization on the cell
surface. Adhesion receptors also mediate adhesion of cells to
the extracellular matrix. Several adhesion receptors involved
in the inflammatory response are attractive targets for selec-
tive mhibitors. Inhibitors of a specif ¢ class of adhesion re-
ceptors, known as integrins, have entered the clinic in recent
years, and these drugs are used in the treatment of a range
of conditions including thrombosis (abciximab, eptifbatide),
inflammatory bowel disease (vedolizumab), and multiple
sclerosis (natalizumab) (see Chapter 23, Pharmacology of
Hemostasis and Thrombosis, and Chapter 46).

¥ PROCESSING OF SIGNAIS
RESUITING FROM DRUG-RECE
INTERACTIONS

Many cells in the body are continuously inundated with mul-
tiple inputs, some stimulatory and some inhibitory. How do
cells integrate these signals to produce a coherent response?
G proteins and other second messengers appear to provide
important points of integration. As noted above, relatively
few second messengers have been identif ed, and it 1s un-
likely that many more remain to be discovered. Thus, second
messengers are an attractive candidate mechanism for pro-
viding cells with a set of common points upon which numer-
ous outside stimuli could converge to generate a coordinated
cellular effect (Fig. 1-9).

[on concentrations provide another point of integra-
tion for cellular effects because the cellular concentration
of a particular ion is the result of the integrated activity of
multiple 1onic currents that both increase and decrease the
concentration of the ion within the cell. For example, the
contractile state of a smooth muscle cell is a function of
the intracellular calcium i1on concentration, which is de-
termined by several different Ca’" conductances. These
conductances include calcium ion leaks into the cell and
calctum currents into and out of the cytoplasm through
specialized channels in the plasma membrane and smooth
endoplasmic reticulum.

Because the magnitude of cellular response is often
considerably greater than the magnitude of the stimulus
that caused the response, cells appear to have the ability
to amplify the effects of receptor binding. G proteins pro-
vide an excellent example of signal amplif cation. Ligand
binding to a G protein-coupled receptor activates a single
G protein molecule. This G protein molecule can then bind
to and activate many effector molecules, such as adenylyl
cyclase, which can then generate an even greater number
of second messenger molecules (in this example, cAMP).
Another example of signal amplif cation is “trigger Ca*"”
or calcium-induced calcium release, in which a small influx

TOR
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Signaling convergence of two receptors. A limited number of mechanisms are used to transduce intracellular signal cascades. In some
cases, this allows for convergence, where two different receptors have opposite effects that tend to negate one another in the cell. In a simple example, two
different Gprotein-coupled receptors could be stimulated by different ligands. The receptor shown on the left is coupled to Gog, a Gprotein that stimulates
adenylyl cyclase to catalyze the formation of c AMP. The receptor shown on the right is coupled to Ga;, a Gprotein that inhibits adenylyl cyclase. When both
ofthese receptors are activated simultaneously, they can attenuate or even neutralize each other, as shown. Sometimes, signaling through a pathway may

alternate as the two receptors are sequentially activated.



of Ca*" through voltage-gated Ca®" channels in the plasma
membrane “triggers” the release of larger amounts of Ca**
from intracellular stores into the cytoplasm.

§ CELLULAR REGULATION OF DRUG-
RECEPTOR INTERACTIONS

Drug-induced activation or inhibition of a receptor often
has a lasting impact on the receptor’s subsequent respon-
siveness to drug binding. Mechanisms that mediate such
effects are important because they prevent overstimulation
that could lead to cellular damage or adversely affect the
organism as a whole. Many drugs show diminishing ef-
fects over time; this phenomenon is called tachyphylaxis.
In pharmacologic terms, the receptor and the cell become
desensitized to the action of the drug. Mechanisms of de-
sensitization can be divided into two types: homologous,
in which the effects of agonists at only one type of re-
ceptor are diminished, and heterologous, in which the ef-
fects of agonists at two or more types of receptors are
coordinately diminished. Heterologous desensitization is
thought to be caused by drug-induced alteration in a com-
mon point of convergence in the signaling pathways acti-
vated by the involved receptors, such as a shared effector
molecule.

Many receptors exhibit desensitization. For example, the
cellular response to repeated stimulation of [(3-adrenergic
receptors by epinephrine diminishes steadily over time
(Fig. 1-10). B-Adrenergic receptor desensitization is medi-
ated by epinephrine-induced phosphorylation of the cyto-
plasmic tail of the receptor. This phosphorylation promotes
the binding of (3-arrestin to the receptor; in turn, 3-arrestin
inhibits the receptor’s ability to stimulate the G protein G;.
With lower levels of activated G present, adenylyl cyclase
produces less cAMP. In this manner, repeated cycles of
ligand—receptor binding result in smaller and smaller cel-
lular effects. Other molecular mechanisms have even more
profound effects, completely turning off the receptor to
stimulation by ligand. The latter phenomenon, referred to
as inactivation, may also result from phosphorylation of the
receptor; in this case, the phosphorylation completely blocks
the signaling activity of the receptor or causes removal of the
receptor from the cell surface.

Another mechanism that can affect the cellular response
caused by drug-receptor binding is called refractoriness.
Receptors that assume a refractory state following activa-
tion require a period of time to pass before they can be
stimulated again. As noted above, voltage-gated sodium
channels, which mediate the fring of neuronal action po-
tentials, are subject to refractory periods. After channel
opening induced by membrane depolarization, the voltage-
gated sodium channel spontaneously closes and cannot
be reopened for some period of time (called the refractory
period). This inherent property of the channel determines
the maximum rate at which neurons can be stimulated and
transmit information.

Theeffect of drug—receptorbinding can alsobe influenced
by drug-induced changes in the number of receptors on or
in a cell. One example of a molecular mechanism by which
receptor number can be altered 1s called down-regulation.
In this phenomenon, prolonged receptor stimulation by li-
gand induces the cell to endocytose and sequester receptors
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B-Adrenergic receptor regulation. Agonist-bound
B-adrenergic receptors activate G proteins, which then stimulate adeny-
lyl cyclase activity (not shown). A. Repeated or persistent stimulation of
the receptor by agonist results in phosphorylation of amino acids at the
C-terminus of the receptor by protein kinase A (PKA) and/or B-adrenergic
receptor kinase (BARK). 3-Arrestin then binds to the phosphorylated domain
of the receptor and blocks G; binding, thereby decreasing adenylyl cyclase
(effector) activity. B. Binding of 3-arrestin also leads to receptor sequestra-
tion into endosomal compartments via clathrin-mediated endocytosis (not
shown), effectively neutralizing [3-adrenergic receptor signaling activity.
The receptor can then be recycled and reinserted into the plasma mem-
brane. C. Prolonged receptor occupation by an agonist can lead to receptor
down-regulation and eventual receptor degradation. Cells can also reduce
the number of receptors by inhibiting the transcription or translation of the
gene coding for the receptor (not shown).

Lysosome

in endocytic vesicles. This sequestration prevents the re-
ceptors from coming into contact with ligands, resulting
in cellular desensitization. When the stimulus that caused
the receptor sequestration subsides, the receptors can be
recycled to the cell surface and thereby rendered functional
again (Fig. 1-10). Cells also have the ability to alter the
rates of synthesis or degradation of receptors and thereby
to regulate the number of receptors available for drug
binding. Receptor sequestration and alterations in recep-
tor synthesis and degradation occur on a longer time scale
than does phosphorylation and have longer lasting effects
as well. Table 1-6 provides a summary of the mechanisms
by which the effects of drug—receptor interactions can be
regulated.
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TABILE 1-6 Mechanisms of Receptor Regulation

MECHANISM  DEFINITION

Tachyphylaxis Repeated administration of the same dose ofa
drug results in a diminishing effect of the drug
over time

Desensitization Decreased ability of a receptor to respond to
stimulation by a drug or ligand

Homologous Decreased response at a single type of
receptor

Heterologous Decreased response at two or more types of
receptor

Inactivation Loss of ability of a receptor to respond to
stimulation by a drug or ligand

Refractory After a receptor is stimulated, a period of time

is required before the next drug—receptor
interaction can produce an effect

Down-regulation = Repeated or persistent drug—receptor interaction
results in removal of the receptor from sites
where subsequent drug—receptor interactions

could take place

¥ DRUGS THAT DO NOT FIT THE DRUG-
RECEPTOR MODE

Although most drugs interact with one of the basic recep-
tor types outlined above, others act by nonreceptor-mediated
mechanisms. Two examples are the osmotic diuretics and
the antacids.

Diuretics control fluid balance in the body by altering the
relative rates of water and ion absorption and secretion in
the kidney. Many of these drugs act on 1on channels. One
class of diuretics, however, alters water and ion balance not
by binding to ion channels or G protein-coupled receptors
but by changing the osmolarity in the nephron directly. The
sugar mannitol, which is used mainly to treat increased in-
tracranial pressure, is secreted into the lumen of the nephron
and increases the osmolarity of the urine to such a degree
that water is drawn from the peritubular blood into the
lumen. This fluid shift serves to increase the volume of urine
while decreasing the blood volume.

Another class of drugs that does not f't the drug—receptor
model 1s the antacids, which are used to treat gastroesopha-
geal reflux disease and peptic ulcer disease. Unlike antiul-
cer agents that bind to receptors involved in the physiologic
generation of gastric acid, antacids act nonspecif cally by
absorbing or chemically neutralizing stomach acid. Ex-

amples of these agents include bases such as NaHCO; and
Mg(OH),.

.

§ CONCLUSION AND FUTURE
DIRECTIONS

Although the molecular details of drug—receptor interactions
vary widely among drugs of different classes and receptors
of different types, the fundamental mechanisms of action
described in this chapter serve as paradigms for the principles
of pharmacodynamics. The ability to classify drugs based on
their receptors and mechanisms of action makes it possible
to simplify the study of pharmacology, because the molecu-
lar mechanism of action of a drug can usually be linked to its
cellular, tissue, organ, and system levels of action. In turn, it
becomes easier to understand how a given drug mediates its
therapeutic effects and its unwanted or adverse effects in a
particular patient. The major aim of modern drug develop-
ment 1s to 1dentify drugs that are highly selective by tailoring
drug molecules to unique targets responsible for disease. As
knowledge of drug development and the genetic and patho-
physiologic basis of disease progresses, physicians and sci-
entists will learn to combine the molecular specif city of a
drug with the genetic and pathophysiologic specif city of the
drug target to provide more and more selective therapies.
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¥ INTRODUCTION

\Pharmacodynamics is the term used to describe the effects
of a drug on the body. These effects are typically described
in quantitative terms. The previous chapter considered the
molecular interactions by which pharmacologic agents exert
their effects. The integration of these molecular actions into
an effect on the organism as a whole 1s the subject addressed
in this chapter. It is important to describe the effects of a drug
quantitatively in order to determine appropriate dose ranges
for patients, as well as to compare the potency, eff cacy,
and safety of one drug to that of another.

] DRUG-RECEPTOR BINDING

The study of pharmacodynamics is based on the concept of
drug-receptor binding. When either a drug or an endogenous
ligand (such as a hormone or neurotransmitter) binds to its
receptor, a response may result from that binding interac-
tion. When a suff cient number of receptors are bound (or
“occupied”) on or in a cell, the cumulative effect of receptor
“occupancy’ may become apparent in that cell. At some point,
all of the receptors may be occupied, and a maximal response
may be observed (an exception is the case of spare receptors;
see below). When the response occurs in many cells, the effect
can be seen at the level of the organ or even the patient. But
this all starts with the binding of drug or ligand to a recep-
tor (for the purpose of discussion, “drug” and “ligand” will
be used interchangeably for the remainder of this chapter).
A model that accurately describes the binding of drug to re-
ceptor would therefore be useful in predicting the effect of the
drug at the molecular, cellular, tissue (organ), and organism
(patient) levels. This section describes one such model.
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IConsider the simplest case, in which the recej'tor is either
free (unoccupied) or reversibly bound to drug (occupied).
We con describe tuts case as (ellows.!

k
L+R% LR

Koff

Equation 2-1

where L 1s ligand (drug), R is free receptor, and LR 1s bound
drug-receptor complex. At equilibrium, the fraction of re-
ceptors in each state is dependent on the dissociation con-
stant, K;, where K; = kyg/kon. Ky 1S an intrinsic property of
any given drug-receptor pair. Although K, varies with tem-
perature, the temperature of the human body is relatively
constant, and 1t can therefore be assumed that K, 1s a con-
stant for each drug—receptor combination.

According to the law of mass action, the relationship be-
tween free and bound receptor can be described as follows:

_[LIR] _[LIR]
"= TR rearranged to [LR] = ———

uation 2-2
K, Eq
where [L] 1s free ligand concentration, [R] 1s free receptor con-
centration, and [LR] 1s ligand—receptor complex concentration.
Because K; 1s a constant, some important properties of the
drug-receptor interaction can be deduced from this equation.
First, as ligand concentration is increased, the concentration
of bound receptors increases. Second, and not so obvious, is
that as free receptor concentration is increased (as may happen,
for example, in disease states or upon repeated exposure to a
drug), bound receptor concentration also increases. Therefore,
an increase in the effect of a drug can result from an increase in
the concentration of either the ligand or the receptor.

The remainder of the discussion in this chapter, how-
ever, assumes that the total concentration of receptors 1s a

17
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e

"‘@ Admiral X 1s a 66-year-old retired sub-

: marine captain with a 70 pack-year

smoking history (two packs a day for

35 years) and a family history of coro-

‘nary artery disease. He takes daily ator-

‘vastatin to feduce his cholesterollevel and aspirin to
reduce his risk of coronary artery occlusion.

One day, while working in his wood shop, Admi-
ral X begins to feeltightness in his chest.The feeling
rapidly becomes painful, and the pain radiates down
his left arm. He calls 911, and an ambulance trans-
ports him to the local emergency department. After
evaluation, it is determined that Admiral X is having
an anterior myocardial infarction. Because Admiral X
cannot be transferred to a hospital with a cardiac
catheterization laboratory within 120 minutes of
frst medical contact, and he has no relative con-
traindications to thrombolytic therapy (such as un-
controlled hypertension, history of stroke, or recent
surgery), the physician initiates therapy with both
a thrombolytic agent, tissue-type plasminogen acti-
vator (tPA), and an anticoagulant, heparin. Because
of their low therapeutic indices, improper dosing of

constant, so that [LR] + [R] = [R,]. This allows Equation
2-2 to be arranged as follows:

[L]IR]

[R,] = [R] + [LR] = [R] +

- [R]El 4 LI

—_ Equation 2-3
Kq

Solving for [R] and substituting Equation 2-3 into Equation
2-2 yields:

_ RG] IL]
[LR] = T+ K. rearranged to
LR L |
[[R ]] - [L][—I—] K, Equation 2-4

Note that the left side of this equation, [LR]/[R,], represents
the fraction of all available receptors that are bound to ligand.

Figure 2-1 shows two plots of Equation 2-4 for the bind-
ing of two hypothetical drugs to the same receptor. These
plots are known as drug—receptor binding curves. Figure 2-1A
shows a linear plot, and Figure 2-1B shows the same plot on
a semilogarithmic scale. Because drug responses occur over
a wide range of doses (concentrations), the semilog plot is
often used to display drug—receptor binding data. The two
drug—receptor interactions are characterized by different val-
ues of K. In this case, K, < K 3.

Notice from Figure 2-1 that maximal drug-receptor bind-
ing occurs when [LR] 1s equal to [R,], or [LR]/[R,] = 1. Also
notice that, according to Equation 2-4, when [L] = K, then
[LR]/[R,] = KJ/2K; = Y. Thus, K, can be def ned as the con-
centration of ligand at which 50% of the available receptors
are occupied.

both of these drugs can have dire consequences
(hemorrhage and death). Therefore, Admiral X is
closely monitored, and the pharmacologic effect of
the heparin is measured periodically by testing the
partial thromboplastin time (PTT). Admiral X’s symp-
toms resolve over the next several hours, although
he remains in the hospital for monitoring. He is dis-
charged after 4 days in the hospital; his discharge
medications include atorvastatin, aspirin, atenolol,
lisinopril, and clopidogrel for secondary prevention
of myocardial infarction.

rQue stions

1 . How does the molecular interaction of a drug with its re-
ceptor determine the potency and effcacy of the drug?

2 . Why does the fact that a drug has a low therapeutic
index mean that the physician must use greater care
n its administration?

3 . What properties of certain drugs, such as aspirin,
allow them to be taken without monitoring of plasma
drug levels, whereas other drugs, such as heparin, re-
quire such monitoring?

(1

¥ DOSE-RESPONSE RELATIONSHIPS

The pharmacodynamics of a drug can be quantif ed by the
relationship between the dose (concentration) of the drug
and the organism’s (patient’s) response to that drug. One
might intuitively expect the dose—response relationship to
be related closely to the drug—receptor binding relationship,
and this turns out to be the case for many drug-receptor
combinations. Thus, a useful assumption at this stage of dis-
cussion is that the response to a drug is proportional to the
concentration of receptors that are bound (occupied) by the
drug. This assumption can be quantif ed by the following
relationship:

response  [DR]  [D]
max response  [R]  [D] + K|

Equation 2-5

where [D] 1s the concentration of free drug, [DR] is the
concentration of drug—receptor complexes, [R,] 1s the con-
centration of total receptors, and K is the equilibrium disso-
ciation constant for the drug—receptor interaction. (Note that
the right side of Equation 2-5 is equivalent to Equation 2-4,
with [D] substituted for [L].) The generalizability of this as-
sumption 1s examined below.

There are two major types of dose—response relationships—
graded and quantal. The difference between the two types is
that graded dose-response relationships describe the effect
of various doses of a drug on an individual, whereas quantal
relationships show the effect of various doses of a drug on a
population of individuals.

Graded Dose—Response Relationships

Figure 2-2 shows graded dose—response curves for two hy-
pothetical drugs that elicit the same biological response.
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Ligand-receptor binding curves. A. Linear graphs of drug—
receptor binding for two drugs with different values of Ky. B. Semilogarithmic
graphs of the same drug-receptor binding. Ky is the equilibrium dissocia-
tion constant for a given drug-receptor interaction—a lower Ky indicates
a tighter drug—receptor interaction (higher affnity). Because of this rela-
tionship, Drug A, which has the lower Ky, will bind a higher proportion of
total receptors than Drug B at any given drug concentration. Notice that Ky
corresponds to the ligand concentration [L] at which 50% of the receptors
are bound (occupied) by ligand. [L] is the concentration of free (unbound)
ligand (drug), [LR ]is the concentration of ligand—receptor complexes, and
[R,] is the total concentration of occupied and unoccupied receptors. Thus,
[LR}/[R,] is the fractional occupancy of receptors, or the fraction of total
receptors that are occupied (bound) by ligand.

The curves are presented on both linear and semilogarithmic
scales. The curves are similar in shape to those in Figure 2-1,
consistent with the assumption that response 1s proportional
to receptor occupancy.

Two important parameters—potency and eff cacy—can
be deduced from the graded dose-response curve. The po-
tency (ECs) of a drug is the concentration at which the drug
elicits 50% of its maximal response. The effcacy (Epay) 18
the maximal response produced by the drug. In accordance
with the assumption stated above, eff cacy can be thought of
as the state at which receptor-mediated signaling 1s maximal
and, therefore, additional drug will produce no additional
response. This usually occurs when all the receptors are oc-
cupied by the drug. Some drugs, however, are capable of elic-
iting a maximal response when less than 100% of the drug’s
receptors are occupied; the remaining receptors can be called
spare receptors. This concept 1s discussed further in the text
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Graded dose-response curves. Graded dose-response
curves demonstrate the effect of a drug as a function of its concentration.
A. Linear graphs of graded dose—response curves for two drugs. B. Semilog-
arithmic graphs of the same dose-response curves. Note the close resem-
blance to Figure 2-1: the fraction of occupied receptors [IR}/[R,] has been
replaced by the fractional effect F/E,,,, where Eis a quantif able response to
a drug (e.g., an increase in blood pressure). ECs is the potency of the drug, or
the concentration at which the drug elicits 50% of its maximal effect. In the
fgure, Drug A is more potent than Drug B because it elicits a half-maximal
effect at a lower concentration than Drug B. Drugs A and B exhibit the same
effcacy (the maximal response to the drug). Note that potency and effcacy
are not intrinsically related—a drug can be extremely potent but have little
effcacy,and vice versa. [L]is drug concentration, Eis effect, E,, is effcacy,
and BCs, 1s potency.

that follows. Note again that the graded dose-response curve
of Figure 2-2 bears a close resemblance to the drug—receptor
binding curve of Figure 2-1, with ECs, replacing K; and E .«
replacing R,,.

Quantal Dose—Response Relationships

The quantal dose—response relationship plots the fraction
of the population that responds to a given dose of drug
as a function of the drug dose. Quantal dose-response
relationships describe the concentrations of a drug that pro-
duce a given effect in a population. Figure 2-3 shows an
example of quantal dose—response curves. Because of differ-
ences in biological response among individuals, the effects
of a drug are seen over a range of doses. The responses are
defned as either present or not present (i.e., quantal, not
graded). Endpoints such as “sleep/no sleep” or “alive at
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Quantal dose-response curves. Quantal dose—response
curves demonstrate the average effect of a drug, as a function of its con-
centration, in a population of individuals. Individuals are typically observed
for the presence or absence of a response (e.g., sleep or no sleep), and this
result is then used to plot the percentage of individuals who respond to each
dose of drug. Quantal dose—response relationships are useful for predicting
the effects of a drug when it is administered to a population of individuals
and for determining population-based toxic doses and lethal doses. These
doses are called the EDs, (dose at which 50% of subjects exhibit a therapeu-
tic response to a drug), TDs, (dose at which 50% of subjects experience a
toxic response), and IDs, (dose at which 50% of subjects die). Note that EDx
is the dose at which 50% of subjects respond to a drug, whereas ECs, (as
described in the previous fgure) is the dose at which a drug elicits a half-
maximal effect in an individual subject.

12 months/not alive at 12 months” are examples of quantal
responses; in contrast, graded dose-response relationships
are generated using scalar responses such as change in blood
pressure or heart rate. The goal is to generalize a result to a
population rather than to examine the graded effect of dif-
ferent drug doses on a single individual. Types of responses
that can be examined using the quantal dose—response re-
lationship include effectiveness (therapeutic effect), toxicity
(adverse effect), and lethality (lethal effect). The doses that
produce these responses in 50% of a population are known
as the median effective dose (EDs), median toxic dose (TDs),
and median lethal dose (LDs), respectively.

§ DRUG-RECEPTOR INTERACTIONS

Many receptors for drugs can be modeled as having two con-
formational states that are in reversible equilibrium with one
another. These two states are called the active state and the
inactive state. Many drugs function as ligands for such recep-
tors and affect the probability that the receptor exists prefer-
entially in one conformation or the other. The pharmacologic
properties of drugs are often based on their effects on the
state of their cognate receptors. A drug that, upon binding to
its receptor, favors the active receptor conformation is called
an agonist; a drug that prevents agonist-induced activation
of the receptor is referred to as an antagonist. Some drugs
do not f t neatly into this simple def nition of agonist and an-
tagonist; these include partial agonists and inverse agonists.
The following sections describe these pharmacologic clas-
sif cations in more detail.

Agonists

An agonist is a molecule that binds to a receptor and stabi-
lizes the receptor in a particular conformation (usually, the
active conformation). When bound by an agonist, a typical
receptor 1s more likely to be in its active conformation than
its 1nactive conformation. Depending on the receptor, ago-
nists may be drugs or endogenous ligands. A useful model
for understanding the relationship between agonist binding
and receptor activation 1s shown in Equation 2-6:

D+R £ D4R

O O Equation 2-6
DR “®  DpRr=

where D and R are unbound (free) drug and receptor concen-
trations, respectively, DR is the concentration of the agonist—
receptor complex, and R* indicates the active conformation
of the receptor. For most receptors and agonists, R* and DR
are unstable species that exist only briefly and are quantita-
tively insignif cant compared to R and DR*. Therefore, in
most cases, Equation 2-6 simplif es to

D + R4 DR* Equation 2-7
Note that Equation 2-7 1s 1dentical to Equation 2-1, which
was used for the analysis of drug—receptor binding. This
suggests that, for most receptors, agonist binding is propor-
tional to receptor activation. Some receptors, however, do
have limited stability in the R* and/or DR conformations;
in these cases, Equation 2-6 must be revisited (see below).
Equation 2-6 can also be used to illustrate quantitatively
the concepts of potency and eff cacy. Recall that potency is
the agonist concentration required to elicit a half-maximal
effect, and eff cacy 1s the maximal effect of the agonist.
Assuming that a receptor is not active unless bound to a drug
(i.e., R* 1s insignif cant compared to DR*), Equation 2-8
provides a quantitative description of potency and eff cacy:

k.. k
D+R 4 DR &  DRrx Fquation 2-8
Kot k[?.
Potency Efficacy

Here, k, 1s the rate constant for receptor activation, and g
is the rate constant for receptor deactivation. This equation
demonstrates the relationship between potency (K; = kofi/kon)
and agonist binding (D + R 2 DR), as well as the relation-
ship between eff cacy (k./kg) and the conformational change
required for activation of the receptor (DR = DR*). These
relationships are intuitive when we consider that more potent
drugs are those that have a higher aff nity for their receptors
(lower K,), and more eff cacious drugs are those that cause a
higher fraction of receptors to be activated.

Antagonists

An antagonist is a molecule that inhibits the action of an ago-
nist but has no effect in the absence of the agonist. Figure 2-4
shows one approach to classifying the various types of an-
tagonists. Antagonists can be divided into receptor and non-
receptor antagonists. A receptor antagonist binds to either
the active site (agonist binding site) or an allosteric site on a
receptor. Binding of an antagonist to the active site prevents
the binding of the agonist to the receptor, whereas binding
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Antagonist classif cation. Antagonists can be categorized based on whether they bind to a site on the receptor for agonist (receptor antago-
nists) or interrupt agonist-receptor signaling by other means (nonreceptor antagonists). Receptor antagonists can bind either to the agonist (active) site
or to an allosteric site on the receptor; in either case, they do not affect basal receptor activity (i.e., the activity of the receptor in the absence of agonist).
Agonist (active) site receptor antagonists prevent the agonist from binding to the receptor. If the antagonist competes with the ligand for agonist site binding,
it is termed a competitive antagonist; high concentrations of agonist are able to overcome competitive antagonism. Noncompetitive active site antagonists
bind covalently or with very high affnity to the agonist site, so that even high concentrations of agonist are unable to activate the receptor. Allosteric recep-
tor antagonists bind to the receptor at a site other than the agonist site. They do not compete directly with agonist for receptor binding, but rather alter the
K4 for agonist binding or inhibit the receptor from responding to agonist binding. High concentrations of agonist are generally unable to reverse the effect
of an allosteric antagonist. Nonreceptor antagonists fall into two categories. Chemical antagonists sequester agonist and thus prevent the agonist from
interacting with the receptor. Physiologic antagonists induce a physiologic response opposite to that of an agonist, but by a molecular mechanismthat does
not involve the receptor for agonist.

of an antagonist to an allosteric site either alters the K, for physiologic antagonists cause a physiologic effect opposite
agonist binding or prevents the conformational change re- to that induced by the agonist.

quired for receptor activation. Receptor antagonists can also

be divided into reversible and irreversible antagonists; that Competitive Receptor Antagonists

is, antagonists that bind to their receptors reversibly and 4 competitive antagonist binds reversibly to the active site
those that bind irreversibly. Figure 2-5 illustrates the general of a receptor: Unlike an agonist, which also binds to the ac-
effects of these antagonist types on agonist binding; more  (ive site of the receptor, a competitive antagonist does not
detail is provided in the following sections. stabilize the conformation required for receptor activation.

A mnonreceptor antagonist does not bind to the same re-  Therefore, the antagonist blocks an agonist from binding to
ceptor as an agonist, but it nonetheless inhibits the ability of ¢ receptor, while maintaining the receptor in the inactive
an agonist to initiate a response. At the molecular level, this . nformation. Equation 2-9 is a modif cation of Equation 2-7

inhibition can occur by inhibiting the agonist directly (€.2.,  that incorporates the effect of a competitive antagonist (4).
using antibodies), by inhibiting a downstream molecule in

the activation pathway, or by activating a pathway that op- AR £ A+D+RE DR# Equation 2-9
poses the action of the agonist. Nonreceptor antagonists can

be divided into chemical antagonists and physiologic antag-  In this equation, a fraction of the free receptor molecules (R)
onists. Chemical antagonists inactivate an agonist before it are unable to form a drug (agonist)—receptor complex (DR*),
has the opportunity to act (e.g., by chemical neutralization); because receptor binding to the antagonist results in the

» Agonist
_ Agonist J j 3 Agonist
Agomst _ Allosteric /.Competitive f
binding site antagonist \ ‘ / antagonist N -
: bindine site oncompeftitive
0 ’ ¢ @ @ @ antagonist
Unbound receptor Agonist binding Competitive antagonist Noncompetitive antagonist
binding binding

Types of receptor antagonists. A schematic illustrating the differences between agonist (active) site and allosteric antagonists. A. The un-
bound inactive receptor. B. The receptor activated by agonist. Note the conformational change induced in the receptor by agonist binding, for example, the
opening of a transmembrane ion channel. C. Agonist site antagonists bind to the receptor’s agonist site but do not activate the receptor; these agents block
agonist binding to the receptor. D. Allosteric antagonists bind to an allosteric site (different from the agonist site) and thereby prevent receptor activation,
even when the agonist is bound to the receptor.
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formation of an antagonist-receptor complex (4R) instead.
In effect, the formation of the AR complex sets up a second
equilibrium reaction that competes with the equilibrium for
agonist—receptor binding. Note that AR 1s incapable of un-
dergoing a conformational change to the active (R*) state of
the receptor.

Quantitative analysis yields the following equation for
agonist (D) binding to the receptor in the presence of a com-
petitive antagonist (A4):

[DR] _ [D]
R] o, A
0 D]+ K. 3 + —_
K, <

Equation 2-10

Equation 2-10 1s similar to Equation 2-4, except that the ef-
fective K, has been increased by a factor of (1 + [4]/K)),
where K, 1s the dissociation constant for binding of the an-
tagonist to the receptor (i.e., K, = [A][R]/[AR]). Because
an increase in K, 1s equivalent to a decrease in potency, the
presence of a competitive antagonist (4) reduces the potency
of an agonist (D) by a factor of (1 + [A]/K,). Although the
potency of an agonist decreases as the concentration of com-
petitive antagonist increases, the eff cacy of the agonist is un-
affected. This occurs because the agonist concentration [D]
can be increased to counteract (“outcompete”) the antago-
nist, thereby “washing out” or reversing the effect of the
antagonist. Figure 2-6A shows the effect of a competitive
antagonist on the agonist dose-response relationship. Note
that the competitive antagonist has the effect of shifting the
agonist dose—response curve to the right, causing a decrease
in agonist potency while maintaining agonist eff cacy.
Atorvastatin, the drug used in the case at the beginning of
this chapter to lower Admiral X’s cholesterol, is an example
of a competitive antagonist. Atorvastatin 1s a member of the
HMG-CoA reductase inhibitor (statin) class of lipid-lowering
drugs. HMG-CoA reductase 1s an enzyme that catalyzes the
reduction of HMG-CoA, which is the rate-limiting step in
cholesterol biosynthesis. The similarity between the chemi-
cal structures of statins and HMG-CoA allows the statin
molecule to bind to the active site of HMG-CoA reductase
and thereby to prevent HMG-CoA from binding. This inhi-
bition 1s reversible because no covalent bonds are formed
between the statin and the enzyme. Inhibition of HMG-CoA
reductase decreases endogenous cholesterol synthesis and
lowers the patient’s cholesterol levels. For a more detailed
discussion of the mechanism of action of atorvastatin and
other HMG-CoA reductase inhibitors, see Chapter 20, Phar-
macology of Cholesterol and Lipoprotein Metabolism.

Noncompetitive Receptor Antagonists

Noncompetitive antagonists can bind to either the active site
or an allosteric site of a receptor (Fig. 2-4). A noncompetitive
antagonist that binds to the active site of a receptor can bind
either covalently or with very high aff nity; in either case, the
binding 1s effectively irreversible. Because an irreversibly
bound active site antagonist cannot be “outcompeted,” even
at high agonist concentrations, such an antagonist exhibits
noncompetitive antagonism.

A noncompetitive allosteric antagonist acts by prevent-
ing the receptor from being activated, even when the agonist
1s bound to the active site. An allosteric antagonist exhibits
noncompetitive antagonism regardless of the reversibility of
its binding, because such an antagonist acts not by competing
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Antagonist effects on the agonist dose-response
relationship. Competitive and noncompetitive antagonists have different
effects on potency (the concentration of agonist that elicits a half-maximal
response) and eff cacy (the maximal response to an agonist). A. A competi-
tive antagonist reduces the potency of an agonist, without affecting agonist
effcacy. B. Anoncompetitive antagonist reduces the effcacy of an agonist.
As shown here, most allosteric noncompetitive antagonists do not affect
agonist potency.

with the agonist for binding to the active site, but rather by
preventing receptor activation. The reversibility of antago-
nist binding 1s nonetheless important, because the effect of
an irreversible antagonist does not diminish when the free
(unbound) drug is eliminated from the body, whereas the
effect of a reversible antagonist can be “washed out” over
time as it dissociates from the receptor (see Equation 2-9).
A receptor that 1s bound by a noncompetitive antago-
nist can no longer be activated by the binding of an agonist.
Therefore, the maximal response (eff cacy) of the agonist is
reduced. A characteristic difference between competitive and
noncompetitive antagonists is that competitive antagonists
reduce agonist potency, whereas noncompetitive antagonists
reduce agonist eff cacy. This difference can be explained by
considering that a competitive antagonist continuously com-
petes for receptor binding, effectively reducing the recep-
tor’s aff nity for an agonist without limiting the number of
available receptors. In contrast, a noncompetitive antagonist
removes functional receptors from the system, thereby lim-
iting the number of available receptors. Figures 2-6A and
2-6B compare the effects of competitive and noncompetitive
antagonists on the agonist dose—response relationship.
Aspirin 1s one example of a noncompetitive antagonist.
This agent irreversibly acetylates cyclooxygenase, the enzyme



responsible for generating thromboxane A, in platelets. In the
absence of thromboxane A, generation, platelet aggregation
1s inhibited. Because the inhibition is irreversible and plate-
lets are not capable of synthesizing new cyclooxygenase
molecules, the effects of a single dose of aspirin last for 7 to
10 days (the time required for the bone marrow to generate
new platelets), even though the free drug is cleared from the
body much more rapidly.

Nonreceptor Antagonists

Nonreceptor antagonists can be divided into chemical an-
tagonists and physiologic antagonists. A chemical antagonist
inactivates the agonist of interest by modifying or sequester-
ing it, so that the agonist 1s no longer capable of binding
to and activating the receptor. Protamine 1s an example of a
chemical antagonist; this basic protein binds stoichiometri-
cally to the acidic heparin class of anticoagulants and thereby
inactivates these agents (see Chapter 23, Pharmacology of
Hemostasis and Thrombosis). Because of this chemical an-
tagonism, protamine can be used to terminate the effects of
heparin rapidly.

A physiologic antagonist either blocks a receptor that me-
diates the physiologic response of the receptor for agonist or
activates a receptor that mediates a response physiologically
opposite to that of the receptor for agonist. For example, in
the treatment of hyperthyroidism, B-adrenergic antagonists
are used as physiologic antagonists to counteract the tachy-
cardic effect of excess thyroid hormone. Excess thyroid hor-
mone produces tachycardia, at least in part, via up-regulation
of cardiac 3-adrenoceptors, and blocking 3-adrenergic stim-
ulation relieves the tachycardia (see Chapter 11, Adrenergic
Pharmacology, and Chapter 28, Pharmacology of the Thy-
roid Gland).

Partial Agonists

A partial agonist is a molecule that binds to a receptor at its
active site but produces only a partial response, even when
all of the receptors are occupied (bound) by the agonist.
Figure 2-7A shows a family of dose-response curves for
several full and partial agonists. Each agonist acts by bind-
ing to the same site on the muscarinic acetylcholine (ACh)
receptor. Note that butyl trimethylammonium (TMA) 1s not
only more potent than longer chain derivatives at stimulating
muscle contraction but also more eff cacious than some of
the derivatives (e.g., the heptyl and octyl forms) at produc-
ing a greater maximal response. For this reason, butyl TMA
1s a full agonist at the muscarinic ACh receptor, whereas the
octyl derivative 1s a partial agonist at this receptor.

Because partial agonists and full agonists bind to the
same site on a receptor, a partial agonist can reduce the re-
sponse produced by a full agonist. In this way, the partial
agonist can act as a competitive antagonist. For this reason,
partial agonists are sometimes called partial antagonists or
even mixed agonist-antagonists.

It 1s interesting to consider how an agonist could pro-
duce a less-than-maximal response if a receptor can exist
in only the active or the inactive state. This 1s an area of
current investigation, for which several hypotheses have
been proposed. Recall that Equation 2-6 was simplifed to
Equation 2-7 based on the assumption that R and DR* are
much more stable than R* and DR. But what would happen
if a drug (call it a partial agonist) could stabilize DR as well
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Full and partial agonist dose—response curves. There are
many instances in which drugs that all act at the agonist site on the same
receptor produce different maximal effects. A. Various alkyl derivatives of
trimethylammonium all stimulate muscarinic acetylcholine (ACh) recep-
tors to cause muscle contraction in the gut, but they produce different
maximal responses, even when all receptors are occupied. In this example,
the butyl and hexyl trimethylammonium derivatives are full agonists—
although they have different potencies, they are both capable of eliciting
a maximal response. Agonists that produce only a partial response, such
as the heptyl and octyl derivatives, are called partial agonists. Note that
the dose-response curves of these partial agonists plateau at values less
than those of full agonists. ACh acts as a full agonist in this system (not
shown). B. Partial agonists may be more or less potent than full agonists. In
this case, buprenorphine (EDsy, = 0.3 mg/kg) is more potent than morphine
(EDsy = 1.0 mg/kg), although it cannot achieve the same maximal response
as the full agonist. Buprenorphine is used clinically in the treatment of opioid
addiction, where it is desirable to use a partial agonist that is less eff cacious
than an addicting opioid such as heroin or morphine. Low concentrations
of the partial agonist buprenorphine bind tightly to the opioid receptor and
competitively inhibit the binding of the more effcacious opioids. Very high
doses of buprenorphine show a paradoxically diminished analgesic effect
that may be due to lower aff nity interactions of the drug with non—mu-opioid
receptors (not shown).



